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Abstract

Correlation filter based trackers attribute to its calculation in the frequency domain can efficiently locate targets in a relatively fast speed. This characteristic however also limits its generalization in some specific scenarios. The reasons that they still fail to achieve superior performance to state-of-the-art (SOTA) trackers are possibly due to two main aspects. The first is that while tracking the objects whose energy is lower than the background, the tracker may occur drift or even lose the target. The second is that the biased samples may be inevitably selected for model training, which can easily lead to inaccurate tracking. To tackle these shortcomings, a novel energy-aware correlation filter (EACOFT) based tracking method is proposed, in our approach the energy between the foreground and the background is adaptively balanced, which enables the target of interest always having a higher energy than its background. The samples’ qualities are also evaluated in real time, which ensures that the samples used for template training are always helpful with tracking. In addition, we also propose an optimal bottom-up and top-down combined strategy for template training, which plays an important role in improving both the effectiveness and
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robustness of tracking. As a result, our approach achieves a great improvement on the basis of the baseline tracker, especially under the background clutter and fast motion challenges. Extensive experiments over multiple tracking benchmarks demonstrate the superior performance of our proposed methodology in comparison to a number of the SOTA trackers.
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1. Introduction

As a hot issue in the field of computer vision, visual tracking has been widely applied into many practical applications such as intelligent driving [1], video surveillance [2], sports competition [3] et al. Great breakthroughs have been made in recent years [4], including dynamic appearance model based particle filter [5], where the correlation filter (CF)-based trackers have made an indispensable contribution [6].

The advancement of CF-based tracking performance is mainly driven by its fast calculation in the frequency domain. These trackers usually achieve accurate localizations by determining the correlation between the detection region and the templates trained. By transforming the matching process from the spatial domain to the frequency domain, CF-trackers effectively simplify the complex matrix multiplication to a point product operation. In this way, both the tracking accuracy and the tracking speed have been improved.

The inherent limitation of CF-based trackers is that the dark targets would always show low amplitude in the frequency domain. As a result, they can hardly detect these targets especially when the background is much brighter. It is known that the CF-based trackers locate the target by finding the peak position on the response map. However, as shown in Figure 1, the small dark targets would inevitably represent a rather lower energy than its background. So while calculating their response scores, the response score of the background become higher than the targets, which may seriously affect the accuracy of target
location. This is also a common problem of all the CF-based trackers. While our approach can well overcome this drawback and achieve an accurate tracking by adaptive energy adjustment. It is also proved by the histograms in Figure 1, that after the energy balance adjustment our approach can guide the tracker to pay more attention on the target. In our opinion, the main reasons why CF-based trackers may fail to track the target in such cases can be explained as follows: i) The low-energy target would always float within a range of small values, which would make the target not significant enough in the response map difficult to be detected. ii) Mistargeting changes in the high-energy background as targets may lead to tracking drift, resulting in template deviations due to the degradation of training sample quality, and eventually tracking failures.

To address the aforementioned issues, the context-aware correlation filter tracker (CACF)\[7\] proposes to make the context patch less responsive than the
image patch to ensure that the tracker can pay more attention to the real target. However, this method with patches was not flexible enough, leading to quite limited tracking performance. Although the idea of our energy-aware tracker is similar to the CACF tracker, our adaptive strategy based on precise contours can avoid the interference of the background for more accurate tracking. In terms of sample quality assurance, regularized correlation filter tracker with de-contaminated training set (SRDCFdecon) assigned an initial weight value to each sample in the training set, followed by learning the weights with the appearance model jointly, where the training set was optimized by wiping off samples with low weights. Although this method provides a good idea for the dynamic management of the sample set, it still suffers from some inaccurate tracking in various cases. Different from the SRDCFdecon tracker, in our approach, a sample set optimization strategy is proposed, where we evaluate the quality of each sample by combining the wrong sample rejection and the bottom-up sample generation strategies, so as to alleviate the impact of low-quality samples.

As deep learning methods pay more attention on the representation methods for tracking improvement, they are often used to obtain more effective features to improve the overall tracking accuracy. Although these methods bring some improvements, the model training process is generally very time consuming.

In this paper, a novel tracking method is proposed to overcome the drawbacks of the state-of-the-art CF based trackers. The main contributions can be summarized as follows: i) An energy-aware strategy based on precise masking is proposed for the first time to achieve a more accurate localization of the target; ii) Bottom-up and top-down strategies are combined for optimizing the CF-based tracker, which enables rejection of low quality samples and automatic recovery under complex tracking situations; iii) For better results and higher efficiency, the contributions from the top tracker ECO-HC are integrated into our scheme to further enhance the tracking performance. Comprehensive experiments on the OTB100 and VOT2016 datasets have fully demonstrated the superior performance of our proposed method in comparison to a number of the state-of-the-art trackers.
2. Related work

**Correlation filter based trackers:** The correlation in Correlation filter (CF) is an operation to measure the similarity between two signals. If the two signals are very similar, the correlation value between them would be high, and vice versa. While in visual tracking, a template trained is used to detect the region of interest and locate the maximum response as the most likely matched target.

The CF-based trackers generally have three basic steps: i) Learn a CF template based on the appearances of targets in given frames; ii) Apply the CF template on current frame to find the most responsive position to be the target, and iii) Update the correlation template according to the results obtained in Step ii). Different from the conventional binary-classification methods such as SVM (supported vector machine) [12], where the labels are either 0 or 1, the CF based trackers treat the labels of samples to be continuous to form a confidence map, and then find the position with the highest response on the map as the matched target. To separate the foreground from the background, continuous labels would be more delicate and convincing [13]. Experiments show that CF can effectively improve the accuracy and robustness of visual tracking [4], [13], [15].
CF has been used for tracking before 2010. In particular, synthetic discriminant functions [16] have been used for feature point tracking [17] and object tracking [18], [19], [20], etc. The new variations include the works of Bolme et al. [14] and Henriques et al. [21]. Although being simple and failing to perform well in all tracking difficulties, these have laid a solid foundation for further development in recent years.

Generally speaking, CF-based trackers can behave well with high efficiency. Specifically, the accuracy of the CF dominates the efficacy of tracking, while the feature calculation in Fourier domain leads to high efficiency. According to the mechanisms employed for improvement on the tracking accuracy, the existing CF-based trackers can be divided into two categories, i.e. improved tracking strategies and enriched features. These are discussed in detail as follows.

In the first category, different tracking strategies are employed to enhance the tracking performance. In Ma et al. [22], Long-term correlation tracking (LCT) was proposed to handle the tracking problems with long-term occlusion. By considering temporary context information around the target, the spatial weights between the target and the background were integrated. As a result, the prior knowledge could be preserved whilst learning any new information. In [23], another representative method, spatially regularized CF for visual tracking (SRDCF), was proposed. By introducing a spatial regularization component into the general objective function, the unwanted boundary effect caused by the circular matrix in CF trackers could be reduced and result in improved tracking performance. Based on the SRDCF method, a further extension namely spatially regularized CF tracker with decontaminated training set (SRDCFdecon) was proposed [8]. After assigning an initial weight value to each sample in the training set, the weight values and the appearance model were learned jointly. In order to improve the tracking performance, the training set was optimized by discarding samples with low weights, which had led to increased tracking efficiency and decreased tracking errors.

In the second category, more effective features are emphasized to enhance the tracking performance, based on the assumption that the targets can be more
easily localized when they are better described. In [24], color names (CN) was introduced into the CF trackers. After dividing the Red-Green-Blue (RGB) color space into 11 subspaces including black, blue, brown, gray, green, orange, pink, purple, red, white and yellow, the principal component analysis (PCA) algorithm was used to select the most prominent colors from each frame for real-time tracking. This adaptive method greatly reduced the dimension of features from 11 to 2, where both the tracking accuracy and tracking efficiency were improved. In Bertinetto et al [25], the Complementary Learners for Real-Time Tracking approach was proposed to combine the Histogram of Oriented Gradients (HOG) feature with the global color histogram [26]. As the HOG feature is robust to motion blur and illumination changes except deformation whilst the color histogram is sensitive to illumination but robust to the deformation caused by spatial variations, they are complementary to each other for improved tracking.

With the overwhelming of deep features [22], [27], [28], [29] being introduced into visual tracking, relevant trackers such as DeepSRDCF [28] and C-COT [29] have achieved great performance. Except for the relatively strong discriminability, there are also some drawbacks for the deep features such as high computational complexity and easily over-fitting. Considering these pros and cons, recently one of the top trackers Efficient Convolution Operators for Tracking (ECO) was proposed in [4] where both deep features and hand-crafted features including HOG and Color Names were used for tracking. Besides applying PCA for dimension reduction, to reduce the computational complexity and avoid overfitting, a compact generative sample space model was proposed to reduce the training burden via combining similar samples using the Gaussian Mixture Model (G-MM) [30]. For improved tracking speed, the frequency of model updating was reduced to a fixed number rather than updating the model in each frame. As a result, both the tracking speed and tracking accuracy were tested to be almost top either among deep trackers or hand-crafted trackers.

Deep Learning based tracker: Despite of its great success in many other object detection and recognition tasks [31], there exist great challenges in
applying deep learning into visual tracking. The main problem is the difficulty in training the models, as the effectiveness of deep learning mainly comes from learning of sufficient amount of labeled data. Whilst visual tracking only provides the bounding box in the first frame as the training data, the pre-trained model can only be fine-tuned using the limited sample information in current frame, regardless the fast moving/changing of the target and the background. The tracking performance heavily depends on the quality of the pre-trained model and the quality of the training data, which undoubtedly increases the complexity and limitations of the trackers. The representative deep tracking method MDNet [27] extracts motion features for visual tracking. Although it is the winner of the championship of VOT 2015 [32] in terms of the overall accuracy, it has to buffer hundreds of proposals and results in a fairly slow tracking speed. In addition, ADNet [33] uses a variety of training sequences to pre-train the neural network, which can control the action and fine-tune the model during the process of tracking. However, it can barely achieve real-time tracking on the Graphics Processing Unit (GPU), in fact, the calculation load is too heavy to be applied in practical applications. In contrast, the correlation filtering can track targets with much less computational load, and be easier to achieve accurate and real-time tracking. It can also complete the model training only using the Central Processing Unit (CPU), not limited to the designated hardware, hence it is more suitable for practical applications.

3. The baseline tracker

Two versions are proposed in the ECO approach: deep learning version and classic hand-crafted version. Considering the tracking speed, the hand-crafted version (ECO-HC) is selected as the baseline tracker, aiming to achieve the similar performance to the deep version but with a higher efficiency. First of all, the principle of ECO is briefed as follows.

To improve the time and space efficiency of CF-based trackers, a theoretical framework for learning efficient convolution operators was proposed in ECO [4],
where a factorized convolution approach was employed to reduce the size of model and the complexity of features. While tracking with high-dimensional features, updating the model every time involves about 800,000 parameters, which could not only decrease the tracking speed, but also cause over-fitting. The factorized convolution operator can be given by:

\[ S_{Pf} \{X\} = (P \cdot f) \ast J \{X\} \] (1)

where \( P \) is a coefficient matrix learned by PCA from the initial frame, which is the key factor for reducing the model size; \( f \) represents the original CF, \( S_{Pf} \{X\} \) represents the response score of the training sample \( X \) on the CF template \( f \), \( X \) and \( J \{X\} \) respectively denote the training samples and the interpolated feature map as described in C-COT [29]. The optimal filters were determined by minimizing the following objective function:

\[
E(f, P) = \left\| S_{Pf} \{\hat{X}\} - \hat{y} \right\|_2^2 + \sum_{c=1}^{C} \left\| \hat{\omega} \ast \hat{f}_c \right\|_2^2 + \lambda \| P \|_F^2
\]

\[
= \left\| (J \{\hat{X}\})^T P \hat{f} - \hat{y} \right\|_2^2 + \sum_{c=1}^{C} \left\| \hat{\omega} \ast \hat{f}_c \right\|_2^2 + \lambda \| P \|_F^2
\] (2)

Under the constraints of the two regular terms for boundary effect alleviation, the difference between the correlation score map \( S_{Pf} \) and the true value \( y \) is minimized for training the CF. Variables with a hat like \( \hat{y} \) denote coefficients of the Fourier series. Classic CF-based trackers are used to collect samples in continuous frames, leading to highly similar samples in the training set and templates over-fitting to adjacent frames. To solve this problem and reduce the size of the training set at the same time, a probabilistic generative model is introduced to generate a compact description in the ECO tracker, which can not only eliminate redundant samples but also enhance their varieties. Specifically, a Gaussian Mixture Model (GMM) \( \sum_{i=1}^{L} \pi_i N(X; \mu_i; I) \) is utilized to generate different training components while compacting similar samples, so as to improve the accuracy of template modeling.

\[
\pi_n = \pi_k + \pi_l, \quad \mu_n = \frac{\pi_k \mu_k + \pi_l \mu_l}{\pi_k + \pi_l}
\] (3)
Figure 3: Comparison of our proposed energy-aware CF-based tracker (EACOFT) and the conventional tracker.

where \( \pi \) and \( \mu \) are the prior weight and the mean value of the corresponding component \( l \), respectively. After discarding the components whose weight are below a given threshold, two closest components \( k \) and \( l \) are merged into a new component \( n \).

The main purpose of the process above is for increasing the tracking speed, which can be achieved by either reducing the number of CFs or the number of training samples. However, even with a high tracking speed, the aforementioned challenges in Fourier domain remains unsolved. Despite of using strong discriminant but low speed deep features, inaccurate tracking or complete loss of object would always occur while tracking low-energy targets. Based on the analysis above, two effective strategies are proposed in our approach and discussed in detail in the next section.

4. Adaptive energy-aware strategy for tracking

The energy distribution between the foreground and the background is very important for correlation filter-based tracking in the Fourier domain. The object can be easily detected when it is a bright and significant target in the dark
background, i.e. a relative high-energy target. In contrast, dark targets in bright background would show a relative low-energy, as any changes may be easily flooded by the high-energy background. We call this case as the unbalanced energy distribution. Once the tracker fails to detect the changes of targets, inaccurate tracking or complete loss of targets may occur.

To tackle this problem, for the first time an energy-aware strategy based on precise masking is proposed in our approach. Once the unbalanced distribution is detected, the energy balance strategy would be adaptively applied in order to ensure that the targets can always be of a relative higher energy than the background for easy detection. The difference between the energy-aware tracking and conventional tracking is illustrated in Figure 3.

4.1. Unbalance energy detection

While tracking with the CF-based tracker, the unnoticeable targets in dark color tends to show much lower energy than its background in the frequency domain. To enable effective detection of such targets, it is especially important to make the following adaptive adjustment. When the foreground is more significant than the background, it would be more conducive to tracking. Therefore in our approach, the energy anomaly detection alerts the low-energy target in time by comparing the pixel difference between the foreground and the background. Indeed, the energy balance strategy can be implemented in other color spaces where the intensity component can be directly used. Considering the transform of the color space consumes time, we simply used the original RGB color space, where the unbalance of energy distribution can be detected as follows:

\[
s = \begin{cases} 
1, & \mu_f(R) \leq \mu_b(R) \land (\mu_f(G) \leq \mu_b(G)) \land (\mu_f(B) \leq \mu_b(B)) \\
0, & \text{otherwise}
\end{cases}
\]  

(4)

where \( \mu_f \) represents the mean value of the foreground, \( \mu_b \) represents the mean value of the background. For the region detected in the previous frame, if its \( \mu_f \) is lower than its \( \mu_b \), the energy unbalance state would be passed to the tracker through a label \( s \), in this case an adaptive adjustment would be applied. While
judging the difference between the foreground and the background, an adaptive threshold segmentation method \cite{34} is used to distinguish the target from the detection region. The segmentation algorithm will generate a binary map to show the contour of the detected foreground. Accordingly, the image would be divided into two regions corresponding to the foreground and the background.

### 4.2. Energy balance strategy

Considering that the degree of energy unbalance varies from frame to frame, therefore, an adaptive adjustment strategy is proposed for energy balance. For the frames whose foreground is significant enough, there is no need to apply a large balance operation, while for the frames whose foreground is significantly darker than the background, it is necessary to increase the balance degree. Therefore, our approach innovatively proposed an adaptive energy balance strategy guided by the difference between the foreground and its background. First, the difference between the foreground and the background can be calculated channel-by-channel as follows

\[
l(c) = \mu_b(c) - \mu_f(c), c = \{R, G, B\}
\]  

The segmentation result generated by the thresholding segmentation algorithm mentioned in the previous section can be easily converted into a binary mask,

\[
M = \begin{cases} 
1 & (\text{foreground}), M_{i,j} > \tau \\
0 & (\text{background}), \text{otherwise}
\end{cases}
\]

when the pixel \(M_{i,j}\) is larger than the threshold, assign it to foreground and set its value to 1, otherwise assign it to background and set it to 0. In this way, a binary mask \(M\) could be generated (as shown in Figure 3), which will be used to balance the energy of the dark-targets. By applying the mask \(M\) to every channel of the image, the foreground can be separated precisely from the background. By adaptively brightening the foreground while suppressing the background the significance of the foreground can be effectively enhanced as follows

\[
I_b' = (I(c) - l(c) - \delta) \times M, c = \{R, G, B\}
\]
\begin{equation}
I_f' = (I(c) + l(c) + \delta) \times \sim M, c = \{R, G, B\}
\end{equation}

where \( I \) denotes the original image of the current frame and \( \delta \) is a constant, \( \sim M \) is the negated mask. Based on the adaptively adjusted foreground and background, the background in the Fourier domain is suppressed whilst the foreground is enhanced. As a result, the frame would be updated with the following formula, aims to track the low-energy target more easily:

\begin{equation}
I' = I_{b'} + I_{f'}
\end{equation}

5. Energy-aware CF based tracking

5.1. Rejection of low quality samples

Due to the complexity of visual tracking, there are always situations as shown in Figure 4 where the pixels in the bounding box of the expected target may not belong to the target or most of them are non-target, these are namely low quality samples in our paper. Since the CF-based tracker is based on collecting the previous tracking results as samples for template training, one or two low quality samples introduced into the training set in a short time may not affect the tracking performance significantly. However, accumulated drifts generated by more low quality samples will make the template tend to be inaccurate, where the tracker may probably locate to a wrong position rather than the real target. To tackle this problem, in our approach a top-down evaluation method is proposed based on the generated sample model in ECO [4], which aims to control the quality of samples in the training set.

In the proposed strategy, the quality of each sample to be integrated into the training set would be evaluated, so as to reject the low-quality samples in time. By comparing the feature similarity between the current new sample and the existing samples in the training set, a sample can be determined as a low-quality one or not. For collecting high quality samples collecting, the feature similarity is controlled by a predetermined threshold as shown in Eq. (10), in which \( X_{n+1} \)
Figure 4: Different situations with low quality samples which need to be rejected: (a) The person to be tracked is completely occluded by the pole while running; (b) The bird to be tracked gets blurred by the heavy cloud; (c) The basketball player to be tracked is 80% occluded by another player; (d) The female skater to be tracked in red dress is 90% occluded by her partner.

represents the \((n + 1)^{th}\) sample in the training set. If the current sample \(X\) is sufficiently similar to the samples in the training set, it will be kept, otherwise it will be rejected. The strategy for generating the new sample \(X'\) to replace the rejected one will be discussed in the next section.

\[
X_{n+1} = \begin{cases} 
X, D_m \leq \varepsilon_1 \\
X', otherwise 
\end{cases} 
\]

(10)

In Eq. (10), the threshold \(\varepsilon_1\) is the tolerance parameter to determine whether the current sample is a low quality one. Our approach adopts the L1 distance (Manhattan distance) between the current sample and all samples in the training set as its average similarity \(D_m\), which can be defined as follows:

\[
D_m = \{mean(d_i) \mid d_i = \|V_X - V_{X_i}\|_1, X_i \in T, i = 1, \ldots, n\} 
\]

(11)

where \(V_X\) represents the feature vector of the new sample to be added into the training set \(T = \{X_1, X_2, \ldots, X_n\}\), and \(V_{X_i}\) denotes the feature vector of the \(i^{th}\) sample in the training set, \(k\) represents the \(k^{th}\) dimension of the feature vector, \(D\) is the total dimension of the features.

In this way, the influence due to fast motion, motion blur, out of view et al. could be solved effectively. The quality of the samples in the training set would be well guaranteed, thus the accuracy of the templates trained would also be improved accordingly.
5.2. Top-down searching strategy

After rejecting the low-quality samples, a new sample needs to be generated to fill the gap. In our approach, a top-down searching strategy is proposed for generating a replacement sample as detailed below.

Figure 5 illustrates the work-flow of the proposed top-down searching strategy. In most cases, inaccurate tracking is caused by the drifted tracker, hence we can assume that the real target should be somewhere nearby. Inspired by the idea of the particle filters [5], to identify the accurate location of the target, random locations considered as particles around the region of interest would be searched as shown in Figure 5(b). Since the sample information belongs to a higher-level feature than the distance information, this distance based searching strategy is namely top-down searching strategy.

We firstly evaluate and rank the mean distances between every randomly generated particle and existing samples in the training set. Particles with smaller mean distances are figured out as suitable samples for training as shown in Figure 5(d). Finally, a weighted voting scheme is employed to determine the best location of the samples as shown in Figure 5(e).

As the change of the target motion between two consecutive frames is small,
we assume that the target moves at a uniform speed. The difference between
the positions of the previous two targets is used as an estimate of the current
motion velocity, besides a Gaussian noise $\delta_{\text{rand}}$ represents the uncertainty of
target motion is added.

In total $K$ random particles $R = \{r_j | r_j = X_{i-1} + p_v + \delta_{\text{rand}}, j = 1, 2, ..., K\}$
are generated according to the base position, the estimated velocity $p_v = X_i(x, y) - X_{i-1}(x, y)$
and the random parameter $\delta_{\text{rand}}$, where $(x, y)$ represents
the center position of the corresponding sample. To increase the effectiveness
of searching, we optimize the particle set $R$ to $S$ as shown in Figure 5(c) by
re-localizing each particle using a correlation operation between every random
position $r_j$ and the current CF template $f$ as shown in Eq(12), where $*$ is the
convolution operation:

$$S = \{s_j | s_j = r_j * f, j = 1, 2, ..., K\}$$ (12)

For each particle $s_j$, its similarity to all the existing samples in the training
set is compared using Eq.(13), where a similarity value $D_m'(j)$ corresponding to
the particle $s_j$ could be obtained. For $K$ particles in $S$, in total $K$ similarity
values are calculated $D_m' = \{D_m'(j) | j = 1, 2, ..., M\}$, $m$ is within $[1, K]$,
based on which, we can determine whether a usable sample can be generated from the
random particles by

$$X' = \begin{cases} \emptyset, & \text{min}(D_m') \geq \varepsilon_2 \\ X_p, & \text{otherwise} \end{cases}$$ (13)

Here another threshold $\varepsilon_2$ is set for the minimum value of $D_m'$ to control the
suitability of the new sample, where $D_m'$ represents the average similarity of
the particle and the samples in the training set.

If the minimum of $D_m'$ is still larger than $\varepsilon_2$, it means that the most similar
particle to the training set is still unqualified. In other words, we can concluded
that, at this particular moment, there may have no sufficient pixels in the
bounding box that can be assigned to the target region, due possibly to occlusion
or other impact factors. In this case, all the incorrectly tracked samples will
be discarded and the $X'$ will be set as an empty set $\emptyset$. The tracking result of
the previous frame will be taken as the result for the current frame, meanwhile
the CF template will not be updated until the required target reappears.

On the contrary, if the minimum of $D_{m'}$ is less than $\varepsilon_2$, we will chose the
samples closest to the target from the random particles to generate a new sample
instead. The minimum distance from each particle to all samples in the training
set can be determined as

$$E_j = \{ \min(d_j) \mid d_j = \|V_{s_j} - V_{X_i}\|_{l_1}, s_j \in S, X_i \in T, i = 1,...n, j = 1,2,...K \}$$

(14)

Based on $E_j$, all the particles can be ranked. For two particles $a$ and $b$, $E_a < E_b$
means that the particle $a$ is closer to the target than $b$. In order to obtain a
more reliable tracking result, as shown in Figure 5(d), in total $P$ particles which
are closest to the target are chosen to generate the final sample set.

To this end, a weighted voting scheme is introduced into the sample genera-
tion step as shown in Figure 6, where the weight of each particle is determined
by

$$w_j = C - E_j, j = 1,2,...M$$

(15)

With a constant $C$, a higher weight is assigned to the closer particle and a
lower weight to the further particle. As a result, the location of the new sample
is eventually generated as follows:

$$X' = X_p = \frac{1}{P} \sum_{j=1}^{P} w_j \times s_j$$

(16)

Afterwards the new position of $X_p$ is outputted as shown in Figure 5(e), which
will be integrated to the training set for tracking.

5.3. Train the CF using the bottom-up strategy

For accurate tracking, a bottom-up strategy is proposed for template train-
ing. The decision for updating the upper-level filter template is made according
to the quality of the bottom-level samples in the training set.

As $D_{m'}$ represents a general quality index of the current training sample, if
$\min(D_{m'})$ is still over the predefined threshold after re-localization, this indicates
that all the generated particles are unsuitable. To this end, this new sample will not be added to the training set. If no new samples are added, there is no need to update the filter template, hence the reduced time in training the filter template.

Once the minimum of $D_m'$ is no more than the threshold, a sample $X'$ will be generated using the approach introduced in Section 5.2 and be integrated into the training set. We assign a weight $\rho_l$ to every sample in the training set using Eq. (17) below, where a learning rate parameter $\eta \in (0, 1)$ is used to determine the prior weights for the $L$ most recent frames. The weights for all frames older than frame $t - L$ are set to a constant $\alpha$,

$$\rho_L = \begin{cases} 
\alpha, & l = 1, \ldots, t - L - 1 \\
\alpha(1 - \eta)^{t - L - 1}, & l = t - L, \ldots, t
\end{cases}$$

(17)

where $\alpha = (t - L + \frac{(1 - \eta)^{L-1}}{\eta})^{-1}$ is determined by the condition $\sum_l \rho_l = 1$.

When a new sample is integrated to the training set, the previous weights $\rho_l$ of all the samples will be updated. If the lowest weight $\rho$ belows the threshold $\varepsilon_3$, the sample with the lowest weight would be replaced by $X'$, as a result all the

![Figure 6: The processing of the weighted voting scheme](image)
weights of samples would be updated using Eq.(17). Otherwise, the sample pair with the minimum distance in the training set would be extracted as \( \{X_p, X_q\} \) with a distance \( d_1 \). Another sample pair \( \{X', X_l\} \) is also identified, in which \( X_l \) represents the sample closest to \( X' \) in the training set, and the distance between \( X' \) and \( X_l \) is denoted as \( d_2 \).

If \( d_2 < d_1 \), \( X_l \) will be replaced by \( X' \), otherwise the sample with the lower weight in \( \{X_p, X_q\} \) would be replaced by \( X' \), followed by weight adjustments using Eq.(17). In this way, a new template with higher quality samples is trained for the next frame, thus the tracking accuracy can also be improved whilst the training time is reduced.

5.4. Summary of the proposed tracker

In this paper, an adaptive energy-aware tracker is proposed to solve the common problem of the CF-based trackers in accurately locating the low-energy targets in the frequency domain. The energy of every coming frame is balanced adaptively for better localization after analysing the energy distribution between the foreground and the background, along with a top-down and bottom-up combined optimization strategy being introduced for more accurate correlation filtering. The overall algorithm is shown in Algorithm 1.

6. Experimental results and discussions

In this section we first introduce the experimental settings including implementation details, datasets, and evaluation metrics. We also provide both quantitative and qualitative evaluations with the baseline tracker and eleven state-of-the-art trackers as detailed below.

6.1. Experimental settings

All our experiments are tested on the MATLAB 2016 using an Intel(R) Core(TM) 2.30GHz CPU with 8GB RAM. We empirically set the parameters of our method as follows: \( \delta = 30, \varepsilon_1 = 1.5, \varepsilon_2 = 2.0, C = 2.0, M = 250, P = 20, \) and the other parameters are set the same as the ECO [4]. We show the effect of
**Algorithm 1** Framework of the proposed tracking method

**Input:** Video frames $I_1; I_2, ..., I_t$; Target state $x_0$ at the first frame.

**Output:** Target states $X_1; X_2, ..., X_t$

**Initialization:** Initialize target state $x_0$ according to the ground-truth data;

for all time step $t$ do

  i. Calculate the energy distribution between the foreground and the background in the bounding box, and determine the $s$ as 0 or 1;

  ii. Apply the adaptive energy balance strategy if the label $s$ is 1 (Section 4.1), otherwise keep the original image;

  iii. Locate the target as $X_t$ with the correlation template $T$ trained in the last frame, and evaluate $X_t$ with threshold $\varepsilon_1$ according to Sec. 5.1 for quality check;

  iv. Output $X_t$ if it satisfies $\varepsilon_1$ (Eq(10)), then integrate it into the training set according to Sec.5.3, next train the new correlation template $T'$ for the next frame.

  v. Generate new location $X_t'$ if $X_t$ doesn’t satisfy $\varepsilon_1$ but satisfy $\varepsilon_2$ according to Sec. 5.2, integrate it into the training set via the top-down and bottom-up combined optimization strategy according to Sec. 5.3. Finally output $X_t'$ to train the new correlation template $T'$ for the next frame;

  vi. Output $X_{t-1}'$ and the old correlation template $T$ for the next frame if $X_t$ is not satisfied with the aforementioned two cases.

end for
some key parameters including $\delta$, $\varepsilon_1$ and $\varepsilon_2$ in Figure 7 and Figure 8. In Figure 7, different parameters are used for tracking the same video sequence “Skiing”, which is a difficult representative video from OTB100, and the optimal values of the parameters have indeed led to improved performance in the experiments.

While the AOR is the average coverage between the predicted and the ground truth bounding boxes, which is a metric to measure the tracking performance frame to frame. Larger AOR represents better performance of the tracker.

As seen, $\delta$ determines the degree of the reverse energy of the target and the background. If the degree of the reversal is too small, the target couldn’t be enhanced of sufficient contrast, so the energy balance strategy would be less effective. If the degree of reversal is too large, the details of the target will be lost, which will also affect the tracking performance. As shown in Figure 7, setting $\delta$ to 30 helps to yield the best results with a larger AOR and high tracking accuracy.

$\varepsilon_1$ measures the quality of the rejected samples. If the parameter is too small, it will lead to less representative sample set, which would be insufficient to reflect the overall change of the target. With an excessive search, the tracking speed could be affected, and it is easier to find an interference sample. On the other hand, if the parameter is too large, it may lead to more low-quality samples being integrated into the sample set, which will also reduce the discriminating ability of the model. As shown in Figure 7, setting $\varepsilon_1$ to 1.5 helps to gain the
best tracking performance.

Besides, $\varepsilon_2$ is the parameter to validate whether the tracker is lost. If the $\varepsilon_2$ is too small, the sample of the target will be filtered out. The tracker would be mistakenly considered being lost, thus it would stay at the previous location for continuous searching, and finally resulting in tracking failure. However, if the parameter is too large, the error sample will be added to the sample set, in this case the cumulative error will also make the model inaccurate and eventually lead to tracking failure. As shown in Figure 7, $\varepsilon_2$ is optimally set to 2.0.

Apart from this, 250 particles are generated according to the base sample. To prevent extreme jumping, the best 20 particles are chosen to generate the new sample set. We use ECO-HC as the baseline tracker due to its good performance and high efficiency. For a fair comparison, we use the same parameter settings of $\eta, N, K$ and the same combination of HOG and Color Names for both our tracker and ECO-HC.

In addition to discuss the parameter selection on a single video, we also discussed the parameters on the entire OTB100 dataset, as shown in Figure 8. Here we imitate the top-k method used in deep learning for parameter selection. The probability of the selected parameters in the 100 video sequences as the optimal parameters is respectively counted. We have calculated the probability of the most optimal one and the most optimal two parameters as top-1 and top-2 for comprehensive consideration. For example, in selecting $\delta$, there are 73 videos tested to have 30 as the top-1 value, however $\delta = 30$ is included in the
results of the top-2 listed 92 videos. Finally, we determine to set 30 as the value of $\delta$, the same tests are also applied on the selection of $\varepsilon_1$ and $\varepsilon_2$.

6.2. Datasets and Evaluation Criteria

For performance assessment, our tracking method has been extensively evaluated on the widely used OTB100 dataset \[11\], which includes various challenges such as illumination variation, scale variation, occlusion, deformation, in-plane rotation, out-of-plane rotation, background clutters, and low resolution. In addition, we also test our approach on the VOT2016 \[11\] and VOT2017 \[35\] datasets, which cover many representative datasets including ALOV+++ \[36\], non-tracking datasets, Computer Vision Online et al.

We use the success metric to evaluate all trackers tested on OTB100 datasets \[11\]. The success metric measures the intersection over union (IoU) of the predicted and the ground truth bounding boxes. The success plot shows the percentage of bounding boxes whose IoU score is larger than a given threshold. We use the Area under the Curve (AUC) of the success plots to rank the trackers. The precision plot is defined as the average number of frames per video that are at most 20 pixels away from the ground-truth. For a full treatment of these metrics, please refer to \[10\].

For the VOT16 dataset, the tracking performance is evaluated in terms of the expected average overlap (EAO), the tracking accuracy and the robustness. The EAO is based on empirically estimating the average overlap (as a function of the sequence length) and the typical-sequence-length distribution (cutting-off both lopes at a threshold such that the mass is 0.5). The measure itself is obtained as the inner product of the two functions. The accuracy is the average overlap rate of successful tracking. The robustness measures times of tracking failure in the k-th repeat. For a full treatment of these metrics, please refer to \[11\].

6.3. Comparison with the State-of-the-Arts

We evaluate the proposed tracker on the benchmarks mentioned above with comparison to 11 state-of-the-art trackers including ECO-HC \[4\], ECO \[4\], S-
RDCF [23], SRDCFdecon [8], Staple [24], DeepSRDCF [28], CCOT [29], CACF [7], UPDT [37], SACF [38], and RTINet [39], among these the approaches ECO, DeepSRDCF, CCOT, UPDT, SACF, and RTINet are deep learning based trackers. In all of the three datasets, our method performs better or at least comparable to other trackers as detailed below.

6.3.1. Results on the OTB datasets

We present the success plots for OPE (one-pass evaluation), SRE (spatial robustness evaluation) and TRE (temporal robustness evaluation) on the OTB100 dataset in Figure 9. Compared to the baseline tracker ECO-HC, our tracker gains a much increased success rate. In detail, we achieved 5.2% higher on the OTB100 than the baseline tracker in the OPE plot, 2.4% higher in the SRE plot, 1.2% higher in the TRE plot. These directly indicate the effectiveness of the strategies proposed. As the experimental results are provided in different forms, only 8 state-of-the-art trackers are compared on OTB100 dataset, our result only after the most representative method ECO and CCOT using deep learning, but we can achieve a faster tracking speed than ECO [4] which has the same framework but using deep features.

In the OTB dataset, video sequences are annotated with different attributes of tracking difficulties, which include illumination, deformation, occlusion, in-plane rotation, fast motion, out-plane rotation, scale variation and background clutter. For further comparison, we also analysed the tracking performance
Figure 10: Attribute based evaluation using precision plots to compare our method with state-of-the-art CF based trackers on OTB100. Our method consistently outperformed almost all the trackers even the baseline method using deep features. The precision values are reported in brackets, and the number of videos for each attribute is shown in parenthesis.
under different tracking difficulties between our tracker and 8 representative
trackers with the results shown in Figure 10. As seen, our tracker can well handle
most tracking difficulties and achieve a great improvement compared with the
ECO_HC, also a comparable performance to the deep learning based tracker
such as ECO and CCOT. Thanks to the proposed adaptive energy balance and
optimization strategies, our tracker can perform very well with targets made
obvious and the CF learnt with updated training set in higher quality, which
can successfully deal with the difficulties of occlusion, motion blur and low
resolution. In this case, more accurate localization can be obtained whilst the
tracking errors can be significantly reduced.

6.3.2. Comparison on the VOT dataset

Figure 11 shows the expected average overlap (EAO) on the VOT-2016
dataset for methods with publicly available implementations, among the 6 track-
ers compared in Figure 9. In detail the results shown in Figure 10(a) indicate a
consistent trend with what we have observed from the OTB dataset, which val-
ifies the effectiveness of our method again. Our tracker is ranked the second
best, almost performing the same as the 1st, ECO tracker with deep features.
As seen from Figure 11(b), our approach outperforms most of the state-of-the-
art trackers in different tracking scenarios especially in illumination, size change
and motion change. For the non-significant improvement in occlusion, the main
reason can be explained as follows: As the VOT dataset is more difficult than
the OTB one, the occlusion problems are more complicated, which includes
long-term occlusion, short-term occlusion, occlusion under fast-moving illumina-
tion and rotation et al. When we are rejecting the low-quality samples, a
small amount of useful information may also be discarded. When ranking the
performance in the category of occlusion, ECO_HC and our method respectively
yielded scores of 0.204 and 0.212. Although the two figures seem quite compa-
rable, the improvement is actually about 4%. Nevertheless, our approach has
also achieved a great improvement in other categories of tracking difficulties,
which have further validated the effectiveness of our proposed approach.
Table 1: Analysis of our approach on the VOT2016 dataset. The impact of progressively integrating one contribution at the time is compared. We show the performance in Expected Average Overlap (EAO), Accuracy and Robustness in each step. Our contribution systematically improves both the precision and robustness.

<table>
<thead>
<tr>
<th></th>
<th>Baseline Sec. 3</th>
<th>Energy balanced strategy Sec. 4</th>
<th>With optimized training set Sec. 5</th>
<th>Our method (with both strategies)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAO</td>
<td>0.322</td>
<td>0.331</td>
<td>0.346</td>
<td>0.350</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.520</td>
<td>0.522</td>
<td>0.528</td>
<td>0.530</td>
</tr>
<tr>
<td>Robustness</td>
<td>0.880</td>
<td>0.800</td>
<td>0.780</td>
<td>0.750</td>
</tr>
</tbody>
</table>

For further analysis of the performance, quantitative comparison of the results is given in Table 1. As can be seen, the integration of the energy balance strategy and training set optimization has respectively led to improved performance in terms of not only EAO but also the accuracy and robustness. As a result, when all these steps are included, the proposed tracker can perform the best with the achieved EAO, Accuracy and Robustness of 0.35, 0.53 and 0.75, respectively.

Although our approach seems to rank at the second in some tracking difficulties after the ECO with deep features, it can reach a higher tracking speed. Due to the hand-crafted features used, the dimension of the features to be calculated is much less than those using deep features. The baseline ECO-HC can operate on average at a tracking speed of 60 frames per second (FPS). However, due to the strategy of high-quality sample generation that needs to continuously
filter from random particles, this has degraded the tracking speed from 60fps to 15fps. Nevertheless, this is still double faster than the deep learning based tracker ECO. As a result, our tracker can be concluded to be better or at least comparative to the top trackers. In the future work, we will further explore ways to improve the tracking speed.

In addition, we also added the comparison on the VOT2017 dataset, including the recent SOTA trackers such as UPDT, SACF and RTINet. Since these latest algorithms have no published source codes, we only compare the results given in their papers. In Table 2, we compared in detail the results of our approach and representative trackers on the VOT2016, VOT2017 and OTB100 datasets, respectively. The experimental results show that the proposed method can obtain a comparable tracking results with the recent SOTA deep learning based trackers.

Table 2: Experimental comparison between our approach and representative trackers on VOT2016, VOT2017 and OTB100 datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>UPDT</th>
<th>SACF</th>
<th>RTINet</th>
<th>CCOT</th>
<th>Staple</th>
<th>SRDCF</th>
<th>ECO</th>
<th>ECO_HC</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOT2016 EAO</td>
<td>-</td>
<td>0.380</td>
<td>0.298</td>
<td>0.331</td>
<td>0.295</td>
<td>0.247</td>
<td>0.358</td>
<td>0.322</td>
<td>0.350</td>
</tr>
<tr>
<td>VOT2016 Accuracy</td>
<td>-</td>
<td>-</td>
<td>0.570</td>
<td>0.520</td>
<td>0.540</td>
<td>0.520</td>
<td>0.540</td>
<td>0.520</td>
<td>0.530</td>
</tr>
<tr>
<td>VOT2017 EAO</td>
<td>0.378</td>
<td>-</td>
<td>0.267</td>
<td>-</td>
<td>-</td>
<td>0.280</td>
<td>-</td>
<td>0.273</td>
<td></td>
</tr>
<tr>
<td>VOT2017 Accuracy</td>
<td>0.182</td>
<td>-</td>
<td>0.318</td>
<td>-</td>
<td>-</td>
<td>0.276</td>
<td>-</td>
<td>0.272</td>
<td></td>
</tr>
<tr>
<td>OTB100 Overlap precision</td>
<td>0.532</td>
<td>-</td>
<td>0.494</td>
<td>-</td>
<td>-</td>
<td>0.502</td>
<td>-</td>
<td>0.495</td>
<td></td>
</tr>
</tbody>
</table>

6.3.3. Qualitative comparison

For qualitative comparison, we compare in Figure 12 our tracker with the most recent five state-of-the-art trackers mentioned above on six challenging sequences with low-energy target. As seen in Figure 12(a), while after a big deformation in the sequence Bird1, the result of the tracker ECO-HC is far away from the target between frame #95 and frame #200, which can be considered as lost of target. However, our tracker can always perform well even the target is completely occluded by the cloud or re-appeared after the heavy occlusion. As shown in frame #200, most trackers suffer from an inaccurate tracking or even
Figure 12: Comparison of the tracking results as bounding boxes in different colors for several tested videos on some key frames, where the sequence names for (a-f) are Bird1, Bolt, Dragonbaby, Girl2, Human3 and Skiing.
loss of target, yet our tracker can still accurately locate the target. Furthermore, in other occasions of occlusion such as Dragonbaby (#101), Girl2 (#120), and Human3 (#50), most trackers fail to capture the targets accurately, but our approach can still perform well. In Girl2 (#355), after a heavy occlusion only ECO, CCOT, DeepSRDCF and our tracker can capture the target. For fast motion such as Bolt (#252, #345), Dragonbaby (#32), and Skiing (#35), our tracker also shows better results than other trackers due to an accurate CF template. It is worth mentioning that in the sequence of Skiing, the target shows a relatively low energy in contrast to the background, after a severe deformation, in-plane rotation and fast motion. In frames #57 and #75, only CCOT and our tracker can still capture the target, but our results are more accurate.

The success of our algorithm can be summed up into two points: One is to deal with the unbalanced energy distribution between the foreground and the background, which can be detected automatically hence the targets can be adaptively adjusted for more accurate tracking in the Fourier domain. The second is to cope with inaccurate tracking caused by complex scenarios, and this can be detected timely by sample quality evaluation. Although low-quality samples are rejected from the training set, the tracker would continue the search until the real target is found. By doing this, the difficulty of target occlusion and re-appearance can be well handled whilst the tracking errors can also be significantly reduced.

7. Conclusion

In this paper, a novel energy-aware correlation filter (EACOFT) model is proposed for the task of visual tracking, which aims to tackle the common limitation of CF-based trackers, especially the difficulty to track low-energy targets in the Fourier domain. With the proposed energy balance strategy, the precise contour of the target of interest in the video sequence can be adaptively highlighted, enabling more effective and accurate detection, matching and tracking.
of the targets. By combining both the top-down and bottom-up search strategies, the proposed EACOFT can help to not only improve the accuracy of the training template but also to avoid several cases of incorrect tracking. In addition, the dynamic sample set management strategy can also help to achieve more accurate and stable tracking by correcting tracking offset in time. These two strategies have strong generalization capability in theoretically solving the inherent limitations of CF-based trackers.

As a generic solution, the proposed EACOFT can be easily applied to other CF based trackers. By combining our approach with the most representative tracker, ECO-HC as an example, comprehensive experiments have demonstrated significant improved performance on several publicly available datasets. Moreover, as the adaptive search in EACOFT will inevitably reduce the tracking speed whilst improving the tracking accuracy, how to further improve its efficiency will be focused in the future. Furthermore, the proposed model and approach can also be applied in other image matching problems, such as image classification and image retrieval, and this will also be further investigated in the near future.
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