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ABSTRACT
Recent work in combinatorial optimisation have demonstrated that neighbouring solutions of a local optima may belong to more favourable attraction basins. In this sense, the perturbation strategy plays a critical role on local search based algorithms to kick the search of the algorithm into more prominent areas of the space. In this paper, we investigate the landscape rotation as a perturbation strategy to redirect the search in a controlled way. Nevertheless, an empirical investigation of the landscape rotation demonstrates that it needs to be cautiously manipulated in the permutation space since a small rotation does not necessarily mean a small disturbance in the fitness landscape.
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• Mathematics of computing → Permutations and combinations; Evolutionary algorithms; • Theory of computation → Evolutionary algorithms.
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1 INTRODUCTION
In evolutionary computation, algorithms are commonly tested and evaluated on a set of problem instances with different properties. In order to intuit the trajectory or suitability of the algorithms on the optimised instance, researchers employ the metaphor called fitness landscape. Informally speaking, a fitness landscape is the representation of an abstract space generated by the objective value assigned to each solution and a specific set of variation operations that connect them (usually represented by neighbourhood structures).

Many authors have found it practical to study features of the fitness landscape since they seem to condition the behaviour of the algorithms [14, 18, 20]. Abstractly, these characteristics affect the geometric properties of the landscape such as the arrangement of solutions among attraction basins. In brief, a basin of attraction of an optima is a subset of connected solutions that lead to a local optima when a steepest ascent hill-climbing algorithm is applied. Hernando et al. in [6] study the shape of the fitness landscape and the attraction basins’ anatomy on combinatorial problems, and suggest how to enhance the design of future algorithms. The authors mention that local search based algorithms get stuck on plateaus or a local optima, although these are generally connected to neighbouring solutions that belong to more favourable basins of attractions. Therefore, even one movement from a local optima is enough to explore other areas (in terms of attraction basins) of the space.

Literature presents a wide variety of perturbation strategies to avoid getting trapped in a given attraction basin [6]. In this paper, we use the fitness landscape rotation as a perturbation technique to redirect an algorithm that is stuck in a local optima. Initially presented as a dynamic benchmark generator for the binary space [23, 24], this method also stands in the permutation space [16, 25], or even in the continuous domain [11]. It generates a sequence of static problem instances by incrementally inserting modifications to an initial static problem instance. A rotation of the
fitness landscape consist of relabelling the elements that form the solutions in the search space. Such relabelling provokes that each solution is mapped to the objective value of another solution of the original problem. The popularity of this method comes from its simplicity, but especially from its capability to preserve important properties of the fitness landscape (or problem instance) such as the number and quality of the optima or the neighbourhood relations among the solutions. However, as far as we know, there is a limited knowledge about the hidden insights of the landscape rotation in the permutation space.

This work briefly investigates the landscape rotation in the permutation domain theoretically, and presents the landscape rotation as a perturbation technique to kick the search of a stuck algorithm into other attraction basins. In particular, two rotation based perturbation strategies are suggested: (i) a profoundness rotation strategy is presented, where the already found optima is compared with the obtained optima on rotated environments; (ii) a broadness rotation strategy that spends some time on the rotated space before returning to the original environment is designed.

In order to evaluate the performance of the proposed strategies, two types of experiments are conducted using the quadratic assignment problem (QAP) [10] as case study. First, the rotation parameters of the algorithms are tuned up, i.e. the time to spend exploring the neighbourhood and the rotation degree need to be adjusted beforehand. Second, we compare their performance against the classical stochastic hill-climbing heuristic (sHC) and its multi-starting version (sHC-r). Obtained results demonstrate the effectiveness of rotating the landscape to explore prominent areas of the space. Moreover, results reveal that the symmetries of the QAP problem instances clearly influence the efficiency of the proposed algorithms: while in symmetric instances the proposal is preferred, sHC-r is, in general, better for asymmetric instances.

The rest of the paper is organised as follows. The QAP and the background of the permutation space are formally presented in Section 2. Then, Section 3 introduces and analyses the landscape rotation on the permutation domain. Section 4 reveals the designed landscape rotation based algorithms in detail. The experiments and results are described and analysed in Section 5, and the paper concludes in Section 6.

2 PERMUTATION PROBLEMS

A permutation is a bijection from a set onto itself, and they are commonly used to represent the ordering of $n$ items. The set of size $n$, commonly known as the symmetric group $S_n$, is composed by $n!$ permutations. Permutations are usually denoted as $\sigma, \pi \in S_n$, where $\sigma(i)$ stands for the item at position $i$ in permutation $\sigma$. A special property of permutations is the identity permutation $\epsilon$, where $1 \leq i \leq n$, $\epsilon(i) = i$. The composition between two permutations returns a new one by $1 \leq i \leq n, \pi \circ \sigma = \pi(\sigma(i))$. In general, the composition between permutations is not commutative, so $\sigma \circ \pi \neq \pi \circ \sigma$.

The optimisation problems that are encoded by permutations of $n$ items are often named permutation problems in the literature. Typical permutation problems are the travelling salesman problem (TSP) [8], the linear ordering problem (LOP) [4, 15] or the quadratic assignment problem (QAP) [10].

Koopmans and Beckman introduced the QAP as an unconstrained permutation problem that consists of assigning a set of facilities to a set of locations such that the total assignment cost is minimised. Formally, the problem consists of a distance matrix $D$ and a flow matrix $F$, both of size $n \times n$, where $d_{x,y} \in D$ is the distance between locations $x$ and $y$, and $f_{i,j} \in F$ is the flow between facilities $i$ and $j$. The total assignment cost, represented by a permutation $\sigma$, is calculated as:

$$f(\sigma) = \sum_{i=1}^{n} \sum_{j=1}^{n} f_{i,j}d_{\sigma(i),\sigma(j)}.$$  

Many QAP instances used in academia contain symmetries in their solution space due to the symmetrical patterns of flow and distance matrices. As studied in [5], such symmetries exist when the locations of the facilities are grouped in a rectangular way.

3 LANDSCAPE ROTATION

In dynamic optimisation, benchmark generators are commonly used to create problem sequences to compare and evaluate the performance of algorithms in a dynamic way. One of the most popular dynamic benchmark generator in the combinatorial space is the fitness landscape rotation. This method goes back to [23, 24], where the XOR DOP benchmark generator was introduced as a simple and straightforward way to periodically change a static binary problem. Formally, given a rotation frequency $r$ (number of iterations between changes) and a rotation degree $\rho$, the objective value of a solution $x$ is periodically changed through the exclusive-or operation between the solution and a binary mask $m$. Therefore, the solution $x$ is mapped to the value of the solution $x @ m$ when the problem is changed. Analysed by Tinós and Yang [21, 22], the XOR DOP generator permutes the problem in a special way, so important problem properties remain the same over time, i.e. the number and quality of optima or the neighbourhood relations between solutions are preserved.

In [25], Younes et al. extended the landscape rotation to the permutation space, and presented the generalised benchmark generator (GBG). This technique encodes the sequence of static instances as

$$S = \{ (I_j, x_j), j \in (1, k) \},$$

where $k$ is the size of the sequence, $I_j$ is the problem instance at change period $j$ and $x_j$ is a collection of the optimal solutions at change period $j$. The instances are incrementally generated by

$$I_j = I_{j-1} \oplus \Delta_j,$$

where $\Delta_j$ is an environmental shift variable that is applied to the instance. Note that $I_1$ represents the initial problem instance. The rotation degree $\rho \in (0.0, 1.0]$ represents the number of elementary steps added to create $\Delta_j$, where $[n \times \rho]$ is the number of exchanges imposed on the mapping function.

Nevertheless, Mavrovouniotis et al. [16] comment that rotating the permutation landscape at $\rho = 0.5$ using GBG might reorder all the elements (swap half of the variables with the other half) and, thus, provoke an unintended change. In any case, as pointed out by the authors in [1], the swaps between variables in the permutation domain can be measured as the Cayley distance. Moreover, other permutation metrics can be used to generate other types of modifications apart from swaps (we guide the interested reader to [7]...
where \( \sigma \) is a permutation, \( \Pi \) is a permutation mask containing \( m \times \rho \) steps from the identity permutation \( e \) (similar to \( \Lambda_f \) in Equation 3). The permutation \( \Pi \) is generated uniformly at random at a given distance, under a metric, following the theoretical basis presented in [7]. In short, given a permutation size \( n \) and a distance \( d = [m \times \rho] \), a uniformly at random permutation is generated at distance \( d \) from the identity permutation \( e \). In this way, the solution \( \sigma \) will be mapped to the value of \( \Pi \circ \sigma \) in the rotated environment.

### 3.1 Findings

Formally, the objective function on a rotated permutation space, \( f' \), can be seen as follows:

\[
f' (\sigma) = f_\Pi (\sigma), \tag{4}
\]

where \( \sigma \in S_n \) is a permutation, \( f_\Pi \) is the stationary objective function and \( \Pi \) is a permutation mask containing \( m \times \rho \) steps from the identity permutation \( e \) (similar to \( \Lambda_f \) in Equation 3). The permutation \( \Pi \) is generated uniformly at random at a given distance, under a metric, following the theoretical basis presented in [7]. In short, given a permutation size \( n \) and a distance \( d = [m \times \rho] \), a uniformly at random permutation is generated at distance \( d \) from the identity permutation \( e \). In this way, the solution \( \sigma \) will be mapped to the value of \( \Pi \circ \sigma \) in the rotated environment.

#### 3.1.1 Structure of the Space

This assumption does not alter the fitness landscape structure, so the ranking of the solutions in the search space (in terms of their objective values) remains the same even when the landscape is rotated. Let’s illustrate it with an example of a QAP instance of size \( n = 4 \). Figure 1(a) shows the structure of the fitness landscape as a directed graph that represents the attraction basins under the 2-exchange neighbourhood. The nodes of the graph represent the solutions (permutations), and the directed edges represent the movement to the best neighbour when a steepest ascent hill-climbing algorithm is applied. Figure 1(b) & 1(c) show the attraction basins after rotating the original landscape by some degree. As can be observed, the solutions are relocated through the space, although the structure of the space, the number and arrangement of the attractions basins and the number and quality of optima are preserved. Thus, we can deduce that solutions are mapped to different objective values, although the arrangement of solutions within the attraction basins, in terms of objective values, remains the same. Continuing with the previous example, the solution at the lowest attraction basins level in \( C \) is always mapped to the objective value 780, and similarly, the value of the local optima within the attraction basins \( A \) is always 140.

#### 3.1.2 Neighbourhood Relations

Moreover, the neighbourhood relation between solutions is preserved when the environment is rotated, no matter the degree of the rotation. Let’s consider the neighbouring solutions \( \sigma = 2130 \) and \( \sigma' = 2031 \), \( \sigma' \in N(\sigma) \) under the 2-exchange neighbourhood, as a practical case. Note that the neighbourhood of a solution does not necessarily belong to the same basins of attraction. After rotating the landscape by \( \Pi = 0132 \) (Figure 1(b)), the mapping of the solutions change to \( f' (\sigma = 2130) = f_\Pi (0132 \circ 2130) = f (3120) \) and \( f' (\sigma = 2031) = f (3021) \), respectively. Hence, their neighbourhood relation remains after rotating the landscape since \( 3120 \in N(3021) \).

#### 3.1.3 Dynamics of the Landscape Rotation

Despite all that, although several works used the landscape rotation on the permutation domain [1, 16, 25], none studied the consequence of the generated dynamics. In this work, we empirically demonstrate that for more information about permutation distance metrics. In any case, the number of steps to change the instance varies with the maximum and minimum distances of the metric considered, so that

\[
d = \begin{cases} 
\lceil d^K \times \rho \rceil & \text{Kendall’s-}r (d^K) \\
\lceil d^H \times \rho \rceil & \text{Hamming} (d^H) \\
\lceil d^K \times \rho \rceil & \text{Cayley} (d^K) \text{ or Ulam} (d^K),
\end{cases}
\]

where \( d^K \) is the maximum distance of a given metric and \( n \) is the size of the permutations.

To the best of our knowledge, there are no works that studied in detail the landscape rotation in the permutation space, in the same manner as Tinós and Yang did in the binary space [21, 22]. For that reason, the following section collects some insights about the landscape rotation in the permutation domain by studying the topology of the fitness landscape before and after rotating the landscape.

Figure 1: Attraction basins of a QAP instance of size \( n = 4 \) under the 2-exchange neighbourhood. The coloured cells represent the solutions that migrate between the attraction basins compared to the original environment.
Algorithm 1 sHC-R1

1: Let $\sigma$ be a random permutation and $e$ the identity permutation.
2: best ← Best solution found by sHC($e, \sigma$).
3: repeat
4: $\Pi \leftarrow$ Uniformly at random permutation at distance $d$.
5: $\sigma^* \leftarrow$ Best solution found by sHC($\Pi, \text{best}$).
6: Update best if $\sigma^*$ improves it.
7: until Stopping criterion is met.

Algorithm 2 sHC-R2

1: Let $\sigma$ be a random permutation and $e$ the identity permutation.
2: best ← Best solution found by sHC($e, \sigma$).
3: repeat
4: $\Pi \leftarrow$ Uniformly at random permutation at distance $d$.
5: $\sigma^* \leftarrow$ Solution obtained by GreedySearch($\Pi, \text{best}, B_r$).
6: $B_r \leftarrow B_r / 2$
7: best ← Best solution found by sHC($\Pi, \sigma^*$).
8: until Stopping criterion is met.

the steepness of the landscape rotation goes beyond the rotation degree, i.e. even a small variation may have a large impact on the restructuring of the solution space. It can be deduced by the number of interchanged solutions between basins of attractions once the environment is modified, since it represents the probability of the algorithm exploring different areas when the landscape is rotated.

Let's illustrate the previous statement with the previous example. For the sake of easing the understanding, we highlight the migrated solutions respective to Figure 1(a) in Figures 1(b) and 1(c) in light blue. The landscape rotation in Figure 1(b) represents the interchange between the variables 2 and 3 in the problem instance. All solutions are rearranged to different positions compared to Figure 1(a), although only four solutions migrate to different basins: the solutions 2130 and 1230 move to basin $B_1$, while 2031 and 0231 move to basin $A$. However, rotating the original landscape by $\Pi = 1023$ produces the maximum inter-basin exchanges (as can be seen in Figure 1(c)), even though the landscape is also rotated by the swap between two variables. Hence, although both rotations are considered minor modifications of the original instance, their transcendence is completely different.

4 LANDSCAPE ROTATION AS A PERTURBATION STRATEGY

This section presents two rotation based perturbation strategies applied into the stochastic hill-climbing heuristic (sHC). These methods are designed to redirect the search of the algorithm by applying a set of variation operations to redistribute the fitness landscape. The following paragraphs are dedicated to exclusively describing perturbation strategies based on landscape rotation.

On the one hand, we design a profoundness rotation method (sHC-R1) analogous to the iterative local search (ILS) [13] or the variable neighbourhood search (VNS) [17]. Algorithm 1 shows the pseudo-code of this method for any minimisation problem. The algorithmic details of this strategy are described in the following paragraph.

sHC-R1 starts the search from a random solution $\sigma$, and continues to improve its quality by sHC, sHC($e, \sigma$), until a local optima is reached, best. The function sHC($e, \sigma$) returns the local optima, best, obtained after applying sHC on the original environment\(^1\), starting from $\sigma$. Once a local optima is found, the environmental shift variable $\Pi$ is generated uniformly at random, and the sHC is re-initialised from the previously found local optima by sHC($\Pi, \text{best}$). The function sHC($\Pi, \text{best}$) starts from best and applies the sHC on the rotated environment $f_\Pi(\Pi \circ \pi)$, returning a local optima $\sigma^*$. Note that the solutions on the rotated environment are mapped to a different objective value, $\forall \pi \in S_n, \pi \rightarrow f_\Pi(\Pi \circ \pi)$. The obtained local optima, $\sigma^*$, replaces the previously found best solution if it improves its quality.

On the other hand, a broadness rotation procedure applied to a sHC (sHC-R2) is presented. The implementation of this technique is summarised in Algorithm 2. The strategy starts in the same manner as sHC-R1, although they differ on the manner they take advantage of the rotated environment. This method is designed to spend some time in the rotated environment before returning to the original instance and continuing to optimise the problem from a different location until a new local optima is found. The function GreedySearch($\Pi, \text{best}, B_r$) is initialised by $\Pi \circ \text{best}$, and continues the search on the rotated environments for a budget of iterations $B_r$. The ‘time’ to spend in the rotated instance, $B_r$, is halved as the search progresses. Then, the algorithm continues optimising by sHC until reaching a local optima. On the contrary to sHC-R1, the obtained local optima solution will be the starting point on the next iteration even if it is not the best overall solution found.

Our perception is that both methods are suitable to escape from plateaus or local optima and change the search direction of the algorithm. Moreover, we can deduce the behaviour of both strategies. sHC-R1 jumps between attraction basins going deeply until reaching a local optima, so it should stand out on instances with a small number of attraction basins. In contrast, sHC-R2 is more focused on the exploration of the solution space since it spends some time on the landscape rotation moving the search away from the initial point. That said, it may be a better option when the space is composed by a large number of attraction basins.

Apart from the algorithmic design of the methods, the degree in which the landscape is rotated also influences the search process of the algorithms. Both methods use the distance between permutations to control the shifting disturbance of the perturbation. Nevertheless, the rotation degree must be adjusted in accordance with the purpose of the algorithm at each moment (see Section 5.1). Some evolutionary algorithms use a cooling schedule to guide the algorithm from exploratory behaviour to exploitative behaviour [2, 9]. This balancing idea might be used in the landscape rotation by moving far away from a local optima at the beginning (high disturbance), and decreasing the distance until ending up moving towards a nearby location. Hence, the rotation is scaled and gradually decreased within the maximum distance and the minimum distance for a given metric. Mathematically, the linear cooling in terms of the rotation distance may be seen as

$$d = \frac{1}{B} \left( d_{\text{max}} - d_{\text{min}} \right) + d_{\text{max}},$$

\(^1\)Note that $\forall \pi \in S_n, \pi \rightarrow f_\Pi(\Pi \circ \pi) = f_\Pi(\pi)$. 

where \( i \) is the search iteration, \( B \) is the total budget of iterations, and \( d_{\text{min}} \) and \( d_{\text{max}} \) are the minimum and maximum distances of a metric, respectively.

Aforementioned, even a small perturbation in the local optima may lead to a different optimal solution. In other words, the neighbours of an optimal solution may belong to different attraction basins. Having said that, another strategy is to start with a high entropy and exponentially decrease the distance by

\[
d = \left| d_{\text{max}} e^{\lambda i} \right|, \quad (6)
\]

\[
\lambda = \ln \left( \frac{d_{\text{min}}}{d_{\text{max}}} \right) / B, \quad (7)
\]

where \( \lambda \) is the cooling rate.

5 EXPERIMENTATION

In this section, we describe the experiments carried out to study the profits of the rotation based algorithms on the QAP. First, we present the study performed to adjust the rotation distance and the neighbourhood-exploration budget (improvement trials) parameters for the rotation based algorithms. Second, we show and compare the performance of the previously tuned rotation based algorithms against other sHC versions.

5.1 Rotation Based Algorithm Calibration

It is worth noting that, in the case of the QAP, the landscape rotation only affects the distance matrix (see Equation 1). Furthermore, the minimal operation to change the objective value of a solution is the swap between two locations, whereas the maximum is a complete reorganisation of the variables.

For the sake of tuning the parameters of the rotation based algorithms up, we consider the following experimental setting:

- The QAP instances tai40a, tai40b and bur26a\(^2\) [19], of size \( n = 40 \) and \( n = 26 \), respectively, are studied under the 2-exchange neighbourhood.
- The permutation distance metrics used in this study are Cayley, Hamming and Kendall’s \( r \).
- We consider the linear and exponential cooling strategies (previously explained in Equations 5 & 6) along with constant rotation degrees.
- The number of neighbours to be compared before rotating, named improvement trials, is set to \( n, n + 74, n + 148 \ldots n + 740 \). The chosen sequence represents 11 equally distributed points within the range between the problem size \( n \) and the exploration of the entire neighbourhood \( 780 = \binom{40}{2} \). Simultaneously, this variable also represents the "budget of time to spend on the rotated environment" variable, \( B \), for sHC-R2.
- The stopping criterion is set to \( B = 10^n \) iterations, and 30 independent runs are performed for each algorithm.

Figure 2 shows a detailed example of the behaviour of a single run of the rotation based algorithms with the exponential cooling under Cayley metric on tai40a. The horizontal axis represents the iteration of the search simultaneously on each plot. Furthermore, the three plots are organised in the following way. The upper chart shows the evolution of the algorithms, where the solid-coloured line represents the objective value of the candidate solution for each algorithm, the dotted-coloured line retains the best-found solution for each algorithm and the thick dashed line represents the best-known objective value. The middle plot shows whether the algorithm is searching in the original or on a rotated landscape in each iteration. Finally, the bottom part of the figure shows the distance at which the landscape may be rotated, measured by Cayley distance.

The top and bottom charts reflect the relationship between the rotation distance and the steepness of the modification. In general terms, the statement "a higher rotation distance means a larger perturbation" holds, since the environment is rotated with a higher entropy than it does at the end of the search. However, the third peak for sHC-R2 on the top graph goes further than the previous, even when the rotation distance is smaller (similar to the example shown in Figure 1).

Because of the infeasibility to display the performance of every algorithm for different parameter and metric configurations, results have been summarised as heatmaps in Figure 3. The tables are organised by metrics, trials and rotation distances for each of the algorithms. The colours in the tables are used for guidance only, where the lighter background colour, the better performance of the algorithm, i.e. the algorithm ends closer difference to the best-known solution in terms of objective value.
The performance of the algorithms does not change much from one metric to another. In other words, the colour gradient of the tables is similar for all the permutation metrics. That said, the performance of the algorithms differs depending on the number of improvement trials considered. The heatmaps for sHC-R1 reflect a darker tone on the left (small number of trials) of the heatmap than on the right (entire exploration of the neighbourhood). Therefore, it is worth exploring the entire neighbourhood before rotating the space, i.e. sHC-R1 should reach and compare local optima solutions for a good performance. Moreover, even rotating at the minimum distance for any metric is preferred to using cooling schemes. Nevertheless, the exponential cooling scheme is more efficient than the linear cooling to rotate the landscape. In sum, sHC-R1 seems to be a good method when exploring the entire neighbourhood, and applying slight rotations to the space. Alternatively, the tables for sHC-R2 display a similar colour gradient for all the configurations, although it reflects a better performance when spending some time exploring the neighbourhood before rotating the landscape. Thus, we can conclude that sHC-R2 benefits from the rotated environment no matter how and how much it is disturbed.

From the calibration, we conclude that there is no much difference between the types of modifications generated by the permutation metrics. In the following, we will see that the symmetry of the instances influences greatly the performance of the algorithms.

5.2 Experimental Study

For the sake of studying the applicability of the rotation based perturbations, we chose 11 instances from QAPLIB\(^2\) with different properties and sizes [3, 12, 19, 26]. The parameter setting employed for the following experiments is described in Table 1.

In light of comparing the previously tuned algorithms, two other sHC variants are considered: the classic sHC and the multi-starting sHC (sHC-r). In case of the sHC-r, the number of improvement trials is the same as sHC-R1 and sHC-R2. Regardless, the rotation based parameters are deflected because the search is randomly reinitialised.

Figure 4 collects the average difference between the best solution found for each algorithm and the best-known value on instances with different symmetry structures\(^3\). The sub-captions also contain information about the characterisation (symmetries) of the distance and flow matrices of the selected QAP instances. Note that sHC\(^3\) Certain results are selected to highlight interesting aspects of the outcomes. Complete results on https://github.com/joanalza/GECCO_2021.git

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation degrees</td>
<td>([d_{\text{min}} \cdots d_{\text{max}} * 0.25}]) linear &amp; exponential</td>
</tr>
<tr>
<td>Number of improvement trials</td>
<td>(n, 2n, \ldots d_{\text{max}})</td>
</tr>
<tr>
<td>Number of independent runs</td>
<td>30</td>
</tr>
<tr>
<td>Stopping criterion</td>
<td>(10^n n) iterations</td>
</tr>
</tbody>
</table>
only contains a single value as it does not react when the search gets stuck. Thus, it represents the average performance over the runs.

The plots point out that the benefits of the rotation based strategies differ from one instance to another, although they are generally good methods to avoid getting trapped on an attraction basins. As can be observed, the characterisation of the problem fairly affects the performance of the algorithms, and more specifically, the representation of the distance matrix. Figures 4(a) & 4(c) show the performance of the algorithms on instances with a symmetrical distance matrix. The plots reflect that the rotation based algorithms overcome the other sHC variants when rotating at close distance and exploring the entire neighbourhood (as presented in Section 5.1). Specifically, sHC-R2 acts better than sHC-R1 when the rotation parameters are tuned up. However, when the distance matrix is asymmetric, Figures 4(b) & 4(d), the obtained results turn out to be more chaotic and very different from what was previously said.

In the case of the instance tai60b, which is composed of an asymmetric distance matrix and a symmetric flow matrix, sHC-R1 and sHC-R2 work worse than sHC-r in general, although better than sHC. In any event, sHC-R1 stands out when the rotated parameters are correctly tuned. In contrast, sHC-R1 and sHC-R2 perform in similar manner in the bur26c instance, which is completely asymmetric, i.e. the flow and distance matrices of the instance are both asymmetrical. Nevertheless, a simple restart is often more valuable than rotating the landscape. Having said that, we can deduce that the efficiency of the landscape rotation is affected by the characterisation of the distance matrix of the QAP instances.

As a curiosity, the linear and exponential cooling schemes presented in Equations 5 & 6 focus on the exploration of the space...
(initial iterations) in excess. Figure 5 shows the interquartile range of the search process of the algorithms over the runs on the tai60a instance under the entire exploration of the neighbourhood and the exponential cooling. The search of sHC gets trapped on the first quarter of the entire budget. Although the rest of the algorithms react to getting stuck, it is not until the middle (or even third quarter) of the search that the rotation based algorithms stand out against the sHC, that is, just when the environment rotates at a close distance. Therefore, results confirm that rotating the landscape constantly at close distances appears to be more profitable since a large rotation may result similar to a random restart due to the number of relabelled variables.

6 CONCLUSIONS AND FUTURE WORK

Landscape rotation was initially proposed in dynamic optimisation to generate a sequence of instances in order to test algorithms in a dynamic environment. This work shows that this idea may be also used as a perturbation technique in a local search heuristic to kick a search that gets trapped in an attraction basins of a local optima. Hence, this method changes the location of the solutions in the fitness landscape by mapping solutions to other objective values. Therefore, an already found local optima can be used as the starting point for the algorithm on the rotated environment in search of profitable areas of the space.

This work has proposed two perturbation strategies based on the landscape rotation to change the search direction of the algorithms in a controlled way. On the one hand, a profoundness rotation approach has been suggested. This strategy moves through local optima values by comparing them against new local optima found in rotated environments. On the other hand, a broadness rotation strategy was designed to kick a stuck search at some degree, and resume the search until reaching a new local optima.

Performed experiments have shown that rotating the landscape may be a good technique to perturb the space and search unexplored areas of the solution space, although it needs to be cautiously manipulated. Generally speaking, the larger rotation distance means a bigger perturbation on the search process of an algorithm. However, the results have ratified that the rotation degree may be misleading as it does not necessarily modify the landscape in the wanted manner. This work has also demonstrated that even a small change may drastically change the fitness landscape in base of interchanges between basins of attraction. Therefore, we suggest using the landscape rotation in the permutation space in a cautious manner.

There are many interesting trends that may be extended from this work. One of the key things to study is the correspondence between basins of attraction and landscape rotation. Aforementioned, the consequence of the landscape rotation is related to the jumps of solutions between attraction basins after being rearranged. Thus, we think that analysing the number of attraction basins and their arrangement for instances with different characterisation may be a good contribution to the knowledge of landscape rotation in the permutation space. This work has made a contribution by applying two landscape rotation perturbation strategies on the stochastic hill-climbing heuristic to solve the QAP. This idea may be translated to other permutation problems such as the linear ordering problem (LOP) \[4, 15\], where the problem may be less sensitive to rotations. In the same direction, the permutation metric considered for the landscape rotation needs to be adjusted, since some metrics might be more suitable than others for each permutation problem. Finally, the landscape rotation may be applied to other metaheuristic algorithms to motivate the exploration of the space.
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