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Abstract. Access controls are an inescapable and deceptively mundane requirement for accessing 
digital applications and platforms. These systems enable and enforce practices related to access, 
ownership, privacy, and surveillance. Companies use access controls to dictate and enforce terms 
of use for digital media, platforms, and technologies. The technical implementation of these systems 
is well understood. However, this paper instead uses digital game software and platforms as a case 
study to analyze the broader socio-technical, and often inequitable, interactions these elements 
regulate across software systems. Our sample includes 200 digital games and seven major digital 
gaming platforms. We combine close reading and content analysis to examine the processes of 
authentication and authorization within our samples. While the ubiquity of these systems is a given 
in much academic and popular discourse, our data help empirically ground this understanding and 
examine how these systems support user legibility and surveillance, and police identities in 
underexamined ways. We suggest changes to the policies and practices that shape these systems to 
drive more transparent and equitable design. 

1 INTRODUCTION 
“You could sit at home, and do like absolutely nothing, and your name goes through like 17 
computers a day. 1984? Yeah right, man. That’s a typo. Orwell is here now. He’s livin’ large. 
We have no names, man. No names. We are nameless!” 
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Matthew Lillard performing as Emmanuel “Cereal Killer” Goldstein in Hackers (1995) 
 

Access control procedures often tied to an array of accounts are common requirements for our 
increasingly digitally enabled world. Personally authenticated accounts are necessary for a wide 
array of everyday collaboration and communication tools. Americans average between 4.6 and 8.1 
social media accounts alone, varying across generational lines (GWI 2021). In 2007, Florencio and 
Herley found that a sample of half a million people had on average 25 password-controlled accounts 
(2007). While this average has almost certainly increased in the interim 16 years, a more current 
analogous study could not be found. Any increase in accounts is complicated by the fact that some 
of these accounts—notably Google and Facebook—support single sign on authentication APIs that 
other platforms use, meaning one account may control access to dozens or hundreds of other 
infrastructures. In addition to every social media platform, authorization and authentication are 
essential for accessing emails, work-related tools, online retailers, online-enabled software 
platforms, newspapers, gaming platforms, and various other websites or web-enabled services. The 
full scope of how many electronic systems with which we must negotiate access daily is staggering, 
yet these transactions often disappear into the background noise of our lives. Further, opting out of 
all these different technologies is hardly an option for any average active member of society.  

Although we may collectively understand that digital media and games reside within broader 
software, platforms, and systems, there is still much to learn about the nature of how we interact 
with digital media through these systems. The general technical functionality of access control 
systems is well-documented and understood. However, these systems mediate more than finite 
technical procedures at the cusp of access; their influence stretches on through every following 
interaction within the domains they control, dictating privileges and privacy—inherently social 
processes. In addition, the design of the interfaces that manage these processes often fall to UI/UX 
teams, whose explicit focus is usability and whose objective is to get users to core content as 
efficiently as possible. Much like access control, usability is a necessary and valuable component 
of digital technologies, but its practice is full of potentially troubling maxims, such as making sure 
users “think” about the interfaces they develop as little possible (Krug, 2000). Positioning access 
control interfaces in the realm of UI/UX compounds our inattention to them, obscuring their broader 
consequences on digital media consumption and our everyday lives from general attention. 

Computer scientist Mark Stamp has described how access control comprises authorization and 
authentication processes that “both deal with issues of access to resources” (2011: 4). Authorization 
“places restrictions on the actions of authenticated users” (Stamp 2011: 3), and authentication is the 
process of verifying a user’s identity—or at least confirming that an identifier provided by a user 
matches one recorded by a given system as we will discuss in greater detail below. Stamp describes 
both these processes under the umbrella of access control. This general understanding of 
authorization and authentication is well-established and the technical means of employing these 
processes are no mystery. However, empirical accounts of the pervasive influence of these 
processes in digital domains are limited.  
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In this study, we interrogate the role of authorization and authentication in relation to digital 
media experiences. It is important to differentiate between the technical expressions of these 
processes and their broader, social meanings. These words encompass more than coded, automated, 
technical operations and have existed long before these technical means. At times, we may appear 
to conflate these terms with other digital functions. However, this seeming conflation is because 
we sometimes discuss technical elements commonly described as authorization and authentication 
that do in fact mediate these processes and other times we discuss technical elements that manage 
some aspect of these processes but are not commonly described by them. We use contemporary 
digital game software and platforms to re-examine how these processes that have only relatively 
recently become attached to media have changed those media and our experiences of them as a 
result. 

Digital Games offer one powerful context for examining the broader influence of access control 
on digital media. They show how even a domain ostensibly prefaced on fun, frivolity, and liminal 
escapism is not exempt from these transactions of authority, identity, and surveillance. Further, 
digital games represent a difficult to disentangle amalgam of the complexities of traditional games 
and software. Many scholars have debated what is or is not game, play, or gameplay (Avedon & 
Sutton-Smith 1971; Juul 2011; Strenros 2017; Salen-Tekinbas & Zimmerman 2003; Suits 1990). 
However, regardless of how these phenomena are theoretically understood in a broad sense, digital 
games and gameplay are embedded within technical infrastructures that mediate our access, 
interactions, and experiences. Although the interfaces that support access control may be a part of 
contemporary digital gaming and can at times manifest outcomes during gameplay, they are not a 
part of any common conception of games or gameplay. The protections and affordances digital 
access control mechanisms support in relation to digital games represent broader contemporary 
software industry best practices and function much the same as those attached to other digital 
platforms and applications, and are subject to the same greater challenges that face all software. 
Though our analysis may provide insights about gameplay and for game scholars, our focus is on 
the infrastructures and mediations that surround digital games and have implications for similar 
infrastructures across digital media. Juxtaposing access control mechanisms and play simply serves 
to highlight the reach and influence of these practices and interfaces. 

In this paper, we look at digital games as a case study for how access control systems help 
regulate our broader experience with software systems, platforms, and technologies and potentially 
support inequities of information. We rely on a sample of seven digital distribution and gaming 
platforms and 200 digital games. Our data help to empirically ground common assumptions about 
these functions and begin to improve our understanding of how these ubiquitous, otherwise 
mundane, systems restrict digital activities, enable user surveillance, and police identities. Our 
findings discuss software released for use on personal computers or proprietary gaming hardware 
observed in the United States. However, while the expression of the relationships we identify—or 
specific outcomes and terms—likely vary based on region (e.g., in response the EUs General Data 
Protection Regulation (GDPR)) or platform (e.g., smart phones), our insights into the general 
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regulatory relationships these interfaces have with digital media should translate to broader 
applications.  

The two primary high-level research questions that motivated this research were: How do access 
control interfaces influence our experiences with digital games? And how do these systems 
influence, regulate, or enable functions and outcomes beyond access control? Although fully 
answering every dimension of these questions is beyond the scope of any single study, our approach 
and findings begin to answer pieces of them and highlight underexamined regulatory elements of 
access control technologies and policies that are too often assumed necessary. However, we do not 
suggest removing or replacing access controls for purposes of security or legibility. The double 
bind of access control is that despite the issues we describe here, some form of it will likely remain 
necessary. Instead, we suggest a more holistic perspective on the role of these processes and suggest 
some ways to improve the transparency, equity, and user experience and autonomy within these 
systems. We offer two main contributions: For game scholars, we complicate conceptual 
constructions of the contemporary phenomenon of digital gaming by foregrounding infrastructures 
that undergird broadly applied models describing the boundaries of gameplay. For digital designers 
more broadly, the human-computer interaction (HCI) community, and users, we support a greater 
understanding of the tensions between membership and participation in these systems—the 
surveillance and control that participation assumes—and the degree of autonomy users might 
express or demand as subjects to these systems. 

2 TECHNICAL AND SOCIAL PROCEDURES, AND CONSEQUENCES 
Interfaces that demand assent to End User License Agreements (EULAs) and Terms of Service 
(ToS) are not often described, in a technical sense, as access controls but they do function to 
authorize—a mode of access control described by Stamp above and employed by bouncers of trendy 
clubs since ancient times through nods and pointed thumbs. EULAs and ToS “place restrictions on 
the actions” of users and software/platform companies. Although EULAs and ToS are not precisely 
the same documents, we group them together in this paper because we observed them defining 
overlapping terms, and their shared core function is determining the conditions of continued access 
and use. Interestingly, these authorizations work in two directions. Firstly, the obvious authorization 
of users. In a broader, more traditional sense, however, users assenting to these documents with the 
click of “I agree” also authorize software/platform company claims related to ownership, rights, 
and behavioral expectations, as well as access to certain resources such as user data. 

Through the interfaces that present them, EULAs and ToS confirm expectations for certain 
services while maintaining some legal protection over intellectual property and restricting certain 
actions (by both users and companies). The precise terms of these documents may vary by media, 
platform, company, or global region but always define the legal and day-to-day responsibilities of 
users, platforms, and software publishers and dictate the consequences of violating conditions, such 
as loss of access or legal prosecution. What is uniform, is the relationship these interfaces have to 
the media they are attached to and how the interaction with these interfaces serves as authorization 
and access control, to software, platforms, and user information. 
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We may take for granted that submitting to the “legal regimes” EULAs and ToS represent 
requires users to conform to explicit “conditions under which [continued] access is permissible or 
not,” and whatever sorts of actions or conduct they define as permissible (Burk 2010: 9, 11). 
However, scholarly considerations of EULAs and ToS often focus only on how the the transaction 
of assent can be improved (Böhme and Köpsell 2010; Good et al. 2007; Kay and Terry 2010; Nejad 
et al. 2016; Nejad et al. 2017; Obar & Oeldorf 2020; Turow 2003; Waddell et al. 2016), rather than 
how the presence of these interactions influences a broader socio-technical ecology or how they 
formalize, mechanize, and prolong previously abstract or informal relationships. 

Identity verification systems that authenticate users may be more immediately recognizable as 
access control. The different formats of authentication we users must submit to in return for access 
software or a given platform constrain what information, platform services, or games we may 
access—and ideally, what information or assets of ours others may access. Identify 
verification/authentication also differentiates individual users for the sake of online interactions. 

Recurring, everyday authentication, however, can exert power over individuals over time. In the 
most basic, pragmatic, and justifiable sense, authentication exerts power by limiting what content, 
services, or information users may access—a reasonable and often desirable outcome for all 
involved. Not always so obviously, perhaps, authentication is also the function that labels users for 
the sake of online interactions and surveillance. This surveillance is less consistently for the benefit 
of all involved, though it does often serve the needs of users. Too often, however, consistent 
authentication needs and surveillance practices encourage companies to require identifiers that 
remain static from the moment users first establish them, tethering users to names that may no 
longer apply due to common (and less common) life events such as marriage, divorce, religious 
conversion, or gender transition. 

Much like submission to EULAs and ToS, the presence of authentication is often taken for 
granted and the systems that mechanize these processes are well studied. However, these studies 
often focus on how authentication transactions and services influence the integrity of specific 
technologies or how the efficacy or usability of these systems can be improved (Bonneau et al. 
2012; Routi et al. 2015; Sirivianos et al 2014; Somayaji et al. 2013), rather than how pervasive 
authentication systems alter broader processes and the experiences of media production or 
consumption. 

Access control interfaces, such as those that manage authorization and authentication processes, 
establish a variety of ongoing relationships with users that go beyond the transactional enforcement 
of permissions and access, and beyond the core media these processes surround. Users are 
authorized for conditional access and in return authorize software publishers, digital service 
providers, and retailers to track details about their consumption and use. Users authenticate a 
recognized identifier to confirm their privilege to content and information and to validate collected 
data that may or may not be used for their benefit, while potentially denying actual aspects of 
themselves in the process. 

A key outcome of access control that begs questions beyond the well-trodden territory of security, 
is how these systems enable or enforce consistent, linkable, legibility. We use legible in the sense 
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that is used by Michel Foucault and James Scott to describe how an institution sees or—more 
importantly—discerns individuals subject to those institutions (Foucault 1977; Scott 1998). 
Companies that need to differentiate users for access and/or that rely on large-scale data collection 
as a component of their technological services and revenue streams require means for making 
individual users legible/discernable. Authentication fulfills this need and authorization makes the 
process permissible. 

The structural and functional parallels between contemporary digital authentication systems and 
those employed by historic states or institutions to verify the identities of—or track—their citizens 
or members include pragmatic similarities in their specific implementation. For example, Scott 
describes the imposition of surnames in England and Italy to better track tax and tithe collection. 
Just as individuals might choose surnames in these cases to reflect their profession or another 
element of their identity (e.g., Smith, Cooper, or Woods), we also often index aspects of our 
identities when naming accounts or other facets of our media use (Crenshaw & Nardi 2014). 
Contemporary account identifiers act as additional surnames, whether they use our names, email 
accounts, selected username, or random number string. In both the historical and contemporary 
context, “some second designation [is] absolutely essential for the records, and, if the subject 
suggested none, it [is] invented for him by the recording clerk” (Scott 1998: 67-68), or by the 
authentication interface (e.g., “how about randomusername12345?”) 

In many contexts, companies and users benefit from this legibility. Companies being able to tell 
users apart means they can take the correct action against the correct user for malicious behavior 
and charge the correct user’s payment information for purchases. Unfortunately, however, as 
discussed in greater detail below, authentication can also support opaque data-driven practices, and 
can too often treat user’s names or account names as immutable indicis that inflexibly dictate facets 
of our relationships with these platforms and services over time. 

Access control interfaces formalize and mechanize transactions of permission and identification. 
Authorization settles terms for how users are permitted to interact with software or platforms and 
authentication dictates—to an extent—who we are permitted to be during use. Access controls 
confirm ownership, maintain security and privacy, and in these digital contexts make many data-
driven practices possible—including for the benefit of users. However, these same systems often 
establish and enforce a variety of under-acknowledged, and potentially inequitable relationships 
between users and those who produce the software and services to which they are attached 
(Stylianou et al. 2015). 
 

2.1 Accessing Gameplay 
There is a continuous stream of scholarship dedicated to defining what are games, play, or 
gameplay (e.g., Avedon & Sutton-Smith 1971; Juul 2011; Salen-Tekinbas & Zimmerman 2003; 
Strenros 2017; Suits 1990). There is a growing body of literature around the accessibility and 
games, play, or gameplay mostly related to an array of physiological impairments (e.g., Baltazar et 
al. 2022; Garber 2013; Hassan and Baltzar 2022; Miesenberger et al. 2008; Porter and Kientz 2013; 
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Said and Kane 2013; Yuan et al. 2011). However, aside from some technical approaches described 
in the following section, there is little to no work examining the simple procedural methods of how 
access to play, games, or gameplay is controlled, particularly digitally. 

To be fair, authorization and authentication are unlikely elements to include when describing 
games and gameplay generally. We would not begin describing a game to a potential player with 
access controls. However, play and game theorists such as Elliot Avedon and Brian Sutton-Smith 
or Bernard Suits have examined the “voluntary” nature of play and how players assent to—and so 
authorize—the rules that define gameplay and player roles within it (Avedon & Sutton-Smith; Suits 
1990). There have always been processes to determine who is playing a given game as well, such 
as asking friends directly, traumatically picking teams during recess, or any of a host of other 
metagames players might utilize to authenticate participation and/or team membership. However, 
until games became game software and digital, computational phenomena, these processes were 
rarely formalized or automated thresholds of gameplay. Precisely because certain conceptual 
characteristics of games or play may remain unchanged by their entanglement in digital 
technologies, studying the features that are different and new can help us learn more about games 
and play, as well as the new mediums through which we access them. Despite their ubiquity, 
authorization and authentication interfaces that resolve legal assent and verify identities as means 
of enforcing everyday access are one important, relatively new component of games as they have 
become embedded in networked software. 

3 RELATED WORK 
This work builds on research at an intersection of HCI, social science, and media and game studies 
such as Susan Leigh Star (1999), T.L. Taylor (2006), Noah Wardrip-Fruin (2009, 2020), Alexander 
Galloway (2009, 2012), and Gardner and Tanenbaum (2021), who all suggest looking beyond the 
immediate experiences and obvious functions of games and/or information technology. Star 
suggests we must study the “hidden mechanisms subtending those [more familiar] processes” to 
better understand essential aspects of their operation and design (1999: 377). Although access 
control itself is not always a hidden mechanism, many facets of its operation and outcomes it 
supports are made less visible by their mundane ubiquity, or are intentionally obscured. Describing 
“issues not seen as central in the retellings of … games,” Taylor describes how boundaries “can be 
the place in which definitions become problematized or previously hidden practices are accounted 
for” (2010: 10). Access Controls are an explicit boundary, and this paper observes unaccounted 
aspects of their implementation. Wardrip-Fruin urges us to consider the “operational logics” 
defined by the patterns of data, process, interaction, and intent beneath the “surface” that users or 
players experience, which nonetheless shape their experiences of that media (2009, 2020). 
Galloway’s “non-diegetic machine actions” encompass a variety of processes and functions that 
must all be present and operational for digital media to be consumable, but that aren’t commonly 
included in our collective articulation of that media (2009). Gardner and Tanenbaum describe the 
importance of examining peripheral-to-gameplay interfaces in digital games—such as access 
control interfaces—and suggest a “periludic” lens to highlight broader relationships dictated by 
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these interfaces “on the periphery” of familiar media and technology (2021). They argue that 
examining these interfaces in games can provide insight about broader digital contexts and 
emphasize the different ways interfaces designed to operate between users and the 
games/media/services/functions for which we come to digital contexts exert observable power over 
our experience. We apply the reasoning of these scholars to move beyond a lens of efficacy and 
investigate some of the broader socio-technical implications of access control in digital games and 
beyond. We position this study within two primary literature categories: Access control and HCI, 
and legibility, linkability, and memory. 

3.1 Access Control and HCI 
Apart from a growing number of studies concerned with too often discriminatory implementations 
of facial recognition-based authentication (Buolamwini & Gebru 2018; Raji et al., 2020; 
Scheuerman et al., 2020), the study of access control in the HCI community primarily focuses on 
functional security or general efficacy and usability (e.g., Bonneau et al. 2012; Marky et al. 2022; 
Routi et al. 2015; Sirivianos et al 2014; Somayaji et al. 2013). The scant studies that address access 
control in digital games similarly tend to examine functional security for game software or services 
(Assiotis & Tzanov 2006; Dotan 2010; GauthierDickey et al. 2004), or games used as access control 
(Boella et al., 2005). Although building more secure systems is essential work, surprising little 
research in the HCI community explores the broader socio-technical relationships enabled by these 
processes attached to our everyday use of interactive technologies. 

Studies of the effectiveness and usability of authentication are especially common (e.g., Bonneau 
et al. 2012; Marky et al. 2022; Routi et al. 2015; Sirivianos et al. 2014; Somayaji et al. 2013). 
Although the findings in these studies provide insights on immediate transactional interactions, how 
authentication systems integrate into users’ lives more long-term is reasonably beyond their scope. 
Somayaji et al. do offer an example of considering users’ lives, but only insofar as they may be 
leveraged to create more “usable” but still complex, difficult to crack narrative-based authentication 
(2013). 

Sirivianos et al. bring in broader social contexts to examine how leveraging social connections 
could make authentication more reliable—and invasive—by strengthening links in the webs of 
information connected by identity verification (2014). Sirivianos et al.’s stated goal is increasing 
“trust” while maintaining individual anonymity. However, their solution relies on users becoming 
less anonymous to their platforms by linking additional dimensions of personal information—and 
information related to friends and other connections on social networks. Their technical solution 
counters their own stated goal by increasing linkability and decreasing anonymity. In addition, 
Sirivianos et al. explicitly describe how their solution circumvents current social network API terms 
of use to collect and retain accurate information in a questionable ethical move. Sirivianos et al.’s 
study, which prioritizes technical efficacy without fully acknowledging personal and ethical 
implications, is an exemplar for why the sort of analysis we provide in this paper is essential. 
Efficacy and integrity are important, but they cannot come solely at the personal cost of user privacy 
and autonomy. 
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Other studies provide insight into how formal and informal processes of authentication may 
influence social interactions through the digital platforms they support (e.g., Cho & Kwon 2016; 
Wang et al., 2017), while other scholars have studied how anonymity more broadly—often 
prevented by authentication—influences online interaction (Dahlgren 2005; Kushin & Kitchener 
2009; Lampe et al., 2014; Ma and Agarwal 2007; Papacharissi 2004; Ruiz et al., 2011). Though not 
always directly, these studies all illustrate how authentication can impact behavior, community, and 
general relations with fellow users, and suggest non-technical consequences of these processes in 
digital contexts. Our study adds complexity to these analyses by highlighting additional 
underexamined technical and processual relationships und outcomes authentication can establish 
between platforms that require it and users. 

As with authentication, few HCI scholars consider the role of authorization beyond improving 
the systems through which it is obtained, or addressing the fairness of terms (Böhme and Köpsell 
2010; Good et al. 2007; Kay and Terry 2010; Nejad et al. 2016; Nejad et al. 2017; Obar & Oeldorf 
2020; Turow 2003; Waddell et al. 2016). Too often, this research tends to treat accepting EULAs 
and submitting to similar authorizations as a necessary given and focuses on aligning attention and 
comprehension with assent or general usability. Though some scholars have acknowledged that 
certain socio-technical systems—such as smart cities, for example—rely on authorization for 
infrastructural stability and cohesive administration (Lämmel et al., 2017), many more general 
relationships remain under-examined. Scholars such as Lippi et al. (2019) and Drawzewski et al. 
(2021) attempt to provide some tools to potentially disrupt assent by notifying users of “unfair” 
clauses. However, outcomes beyond the acquisition of assent are rarely fully explored or remain 
unaddressed. 

Scholars often acknowledge or treat as a given that many users do not understand or even engage 
with the content of EULAs, ToS (Turow 2003, Obar & Oeldorf 2020), further problematizing 
assumed assent. Felt et al. find that even with high rates of accepting permission requests—
authorizing application permissions on a device—only a very small minority of users (3% of 308 
survey respondents) displayed awareness and understanding (2012). Several scholars have 
suggested methods of simplifying, dispersing, or otherwise annotating or re-presenting terms to 
make key clauses more accessible to a wider array of users (Waddell et al. 2016; Kay and Terry 
2010; Nejad et al. 2016; Nejad et al. 2017). However, Good et al. observed complementary findings 
that adding a summary statement before or after presenting EULAs led to more engagement and 
greater comprehension of terms, but also to significantly reduced software installations and more 
expressions of regret and uninstalls shortly after installation (2007). Further, Böhme and Köpsell 
found in a sample of 80,000 users that people were more likely to accept even coercive terms, the 
more they resembled a standard EULA, as opposed to more polite or clearly articulated terms 
(2010). 

This previous research highlights how assent can be more easily tied to presentation and the 
interfaces used to obtain it than content—and that comprehension decreases acceptance. These are 
troubling findings about the nature of our digital landscape that highlight the need for studies like 
ours focused on the broader processual implications of these interfaces. If greater engagement with 
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EULAs increases regret and uninstalls as Good et al. find and even deliberately unfavorable 
language does not dissuade users as Böhme and Köpsell and Obar & Oeldorf find, there is little to 
motivate companies to clarify terms or improve transparency. Instead, software companies are 
incentivized to streamline authorization mechanisms into as simple and forgettable an interactive 
experience as possible. Good et al.’s study especially begs us as a community to go beyond 
usability, accessibility, awareness, and comprehension, to examine the actual consequences of these 
broadly—and too often blindly—assented-to terms and conditions. With this paper, we hope to 
enhance the discourse around these topics and shift our fundamental perspective on these systems. 

There are precious few studies that provide deeper analysis of the conditions set by EULAs or 
ToS themselves. Two exceptional recent articles related to games examine how epitextual server 
rules and “codes of conduct” can positively impact player communities (Jagannath & Salen 2022; 
Grace et al. 2022). However, Willson and Leaver (2015), Yeol Roth (2015), and law Scholars 
Stylianou et al. (2015) and Dan Burk (2010) are some of the few to closely analyze the stakes of 
the ToS that determine default software access. Willson and Leaver provide probably the most 
direct example of the kind of work we suggest is necessary by describing exploitation of players of 
“social games” that leverage assent to ToS and social media authentication to data mine massive 
networks of activities and interests (2015). In their example, “villain” game publishers appear to 
specifically rely on an assumption that players will not read ToS to ensure ethically dubious services 
disguised as games are permissible. Roth describes ToS as “basic units of governance in the 
relationship between service providers and individual users,” in his case leveraged 
disproportionately to moderate/censor gay user-generated content online (2015: 3). Stylianou et al. 
provide a comparative analysis of several cloud-hosting platforms and identify how power 
asymmetries permit companies to maintain abusive practices (2015). Burk describes how “technical 
design may be deployed to control behavior” through the “legal regimes” these documents define, 
and the methods through which they are presented and enforced (2010: 6).  

Our examination of the mechanisms through which we enter relationships like those Roth 
describes, become subject to Burk’s “legal regimes,” and submit to a range of potentially 
inequitable power asymmetries is in direct conversation with Böhme and Köpsell’s, Good et al.’s, 
Roth’s, Stylionou et al.’s, and Burk’s findings. Böhme and Köpsell’s, and Good et al.’s analysis 
highlight how companies are incentivized to optimize these systems for inattention and neglect to 
favor their own priorities. Willson and Leaver’s, Roth’s, Stylionou et al.’s, and Burk’s findings 
highlight how these intentionally inattentive interactions can compound intentionally inequitable 
outcomes for users. Our study brings these analyses together to highlight additional mechanical 
components of these processes and their longer-term consequences. 

3.1.1 Privacy Settings 
Privacy settings are a gray area in relation to the scope of this research that we need to briefly 

acknowledge. Privacy policies may be dictated by EULAs or ToS but ongoing privacy settings are 
often managed by an independent interface—a feature other dictated terms do not benefit from. As 
such, while the establishment of these privacy policies may be within the scope of our analysis, the 
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systems that manage ongoing preferences or settings are not.  However, there are insights from 
research on privacy settings and notifications worth considering. Though some acknowledge and 
argue against “dark patterns,” research in this area within the HCI community still too often focuses 
on “effective” and “efficient” design much the same as with above topics (Frik et al., 2022; Li et 
al., 2022), or on providing ethically ambiguous insights about what user characteristics make them 
more or less likely to exchange privacy for use (Alsoubai et al., 2022; Jin et al., 2021). Unlike 
research about authorization and authentication more broadly, however, there are scholars who 
recognize assent is often opaque (Anton et al. 2004; Gomez et al. 2009; Nissenbaum 2010) and 
should not be treated as a given (Liu et al., 2022). Others examine how some groups may be more 
vulnerable to the risks involved with how privacy is managed based on—for example—socio-
demographic membership or western-centric designs (Frik et al., 2022), or explore how collective 
action may be leveraged to overcome the inherent power differentials bound to these systems (Wu 
et al., 2022). Seberger et al. argue for how privacy should be studied “beyond the point where the 
thumb meets the screen,” to encompass users’ broader experiences (2022). Although we do not 
have space to include a deeper discussion of privacy settings in this paper, we see these insights as 
aligned with our purpose and as an opportunity to bring these two overlapping, co-dependent 
domains into greater dialogue. 

3.2 Legibility, linkability, and memory 
Linkability and memory are related concepts in the context of systems that identify and track our 

activity. Linkability is described and applied in a variety of fields to describe relationality between 
distinct events, contexts, and times (Backes et al., 2016; Clauß 2006; Cvrček et al., 2005; Pfitzman 
and Köhntopp 2001; Zimmer et al., 2020). Memory is a repository of events linked by our 
experience across contexts and time. Phenomena must possess some essential level of legibility to 
establish linkability or be memorable. 

Computer, data, and security scholars Pfitzman and Köhntopp argue “unlinkability” is a 
prerequisite for anonymity (2001). They describe unlinkability as when two or more “items are no 
more and no less related than they are related concerning the a-priori knowledge. This means that 
the probability those items being related stays the same before (a-priori knowledge) and after” 
encountering them (2001: 2). In this sense, any sort of identity verification or authentication is 
automatically inconsistent with anonymity. Authentication makes otherwise distinct humans, 
gameplay events, and platform-related or social media activity clearly linkable (often for purposes 
of monitoring and data collection) by the consistent use of a verified account or identifier (even a 
pseudonym).  

Scott’s account of institutional sight and surnames is a story about institutions developing 
systemic memory to make individuals and their tax or tithe activities distinct, legible, and linkable 
in records (1998). This legibility helps the institutions track who they are collecting money from 
and helps individuals avoid double taxation/tithing. As we began to describe in the above, we apply 
elements of Scott’s analysis to account names and the processes that digital platforms rely on for 
user legibility and linkability. 
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Several scholars have observed how data collection and surveillance practices occur across social 
media, varying software industries, and digital contexts (Caplan & boyd 2016; Clarke 1988; 
Egliston 2020; Gregg 2015; Haggerty & Ericson 2000; Seaver 2019; Zimmer 2008). Haggerty & 
Ericson’s idea of the “data double” (2000), which software and platform companies create using 
data collection and surveillance practices authorized by EULA assent and enabled by 
authentication, is essentially a persona of us built from linked activity. Our names, account names, 
or emails provide a persistent index that labels the records of all our activity related to a given 
software, platform, or network of connected platforms, ensuring that any data on that activity is 
legible. Each time we authenticate, we validate the reliability and integrity of data collection. These 
data allow companies to create descriptive and predictive algorithmic models that ideally help them 
encourage or optimize certain behaviors within their domains, not necessarily in the immediate best 
interests of users. 

Scholars and journalists have observed how the algorithmic content that surveillance so often 
fuels can gently narrow our perspectives, sow social division, and curb critical, reflective thought 
(Finkelstein 2016; Levy 2021 Rainie & Anderson 2017; Sadagopan 2019; Seaver 2017; 2019; 
Singh 2019; Willson 2017). Anthropologist Nick Seaver describes how the algorithms that shape, 
confine, or filter our digital experiences are a “trap” users become “ensnared” by (2019). If 
algorithms are traps, authentication is what triggers their firing, and authorization provides 
permission. Seaver also writes critically elsewhere about how algorithms are too often considered 
only as “conceptual objects indifferent to implementation details,” demanding longer-term, 
ethnographic accounts of their impact (2017:1). Similarly, in line with Seberger et al. above 
regarding privacy settings (2020) as well, we suggest the need to move beyond considering the 
access control mechanisms through which users are enrolled in these algorithms as a condition of 
accessing digital media as more than conceptual or technical objects, indifferent to their 
implementation. 

 
Gender studies philosopher Marie Draz helps to bring other essential, critical, less security-

driven consequences of these systems and legibility into focus. She describes how the experiences 
of transgender individuals foreground the potential harms of the “externalization of memory” that 
occurs when we invest infrastructures with authority over aspects of our identities (2018). She 
highlights how our institutions and infrastructures deploy rigid classification schemes for gender 
and sex when recording individuals within our information systems, often leading to situations 
where the same individual is registered under multiple names and gender markers across private, 
corporate, local, state, and federal data systems (Draz 2018). Draz describes how there are real 
consequences for anyone whose daily lived experiences are incongruent with the externalized 
memory maintained by identity infrastructures, or for whom the terms of their legibility are 
externally defined: 

 
“The effects of being illegible within a particular classification system are intensified by one’s 
location in intermeshed systems of power such as race, class, nationality, and ability […] As one 
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result of this interplay between a lack of consensus and the countervailing certainty that it must 
be possible to legislate a sexed body, identity documentation remains a source of harm.” (Draz 
2018: 9) 
 
Draz describes how information systems can exert power over us in ways that disproportionately 

harm some people and not others through identity documents—akin to account identifiers—when 
there is a conflict between their “lived” and their “documented” name and gender: 

 
“While for many people such documents are barely noticeable (a mundane matter of paperwork), 
the memory is sufficiently punishing for others. Regardless of how someone is living, or how 
others affirm their lived gender, the past assignment preserved at this level can resist forgetting. 
The documentation too easily serves as a reminder; this memory, in turn, is used to either support 
or contradict the present. For those who are privileged by current arrangements, for whom the 
memory is more or less “correct,” these systems of classification do not feel punishing. To the 
contrary, they feel quite boring.” (Draz 2018; 10, emphasis added) 
 
Draz highlights how systems of legibility are experienced in radically different ways by those 

for whom they represent a basic administrative function and those for whom they represent a denial 
of their existence. For example, she discusses how the largest survey of trans people in the US to 
date “found that only 11 percent of respondents had their preferred name and gender on all IDs and 
records, while 67 percent” did not have any identification or records with their preferred name and 
gender (2018: 10; Grant et al., 2011; James et al., 2016). Having basic identification that matches 
who we are demonstrates a bare-minimum acknowledgement of that identity by society, or a digital 
platform. 

These examples show the potential for harm that occurs when there is a breakdown between the 
expectations of those who implement authentication and the expectations of users who must accept 
these systems as a condition of everyday media and software access. Scholars have analyzed how 
certain assumptions about gender may be “baked into” designs, policies, and practices (Haimson 
and Bivens ..), how social media may frustrate or interfere with identity and life transitions 
(Haimson & Hoffman 2016; Haimson et al., 2016), or even how academic publishers may enforce 
author names in ways that do not permit scholars to decouple from potentially traumatic past 
designations (Tanenbaum 2020; Tanenbaum et al., 2021). However, Draz’s analysis applies beyond 
the context of gender and these more specific contexts. One of our central concerns is how the 
potential harm she describes is emphasized whenever systems of authentication are invested with 
authority over the actions, identity, and legibility of the people who use them, and when those 
systems are opaque, inflexible, and compulsory. 

4 METHODS 
We used hermeneutics and content analysis to examine the authorization and authentication 
interfaces, as well as the contents of EULAs and ToS, in a sample of seven digital game software 
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distribution and gaming platforms and 200 digital games hosted by one of those platforms. 
Hermeneutics helps better understand how media format and content may be experienced, built on 
evidence from close reading media and the expertise of an observer (Føllesdal 2001; Gadamer 2006; 
Tanenbaum 2015). Content analysis helps with systematically collecting and organizing evidence 
of pervasive themes in the mechanisms and content we observed (Cole 1988; Creswell & Creswell 
2017; Downe-Wamboldt 1992; Hsieh & Shannon 2005; Saldaña 2015). 

We used hermeneutics to make qualitatively reasoned claims about how access control interfaces 
and processes may come to matter by participating in the same activities users would when 
accessing these games. We observed all layers of access control attached to platforms and game 
software that a player would be required to interface with to access gameplay, and any terms and 
conditions to which players would become subject during this process. The core of our hermeneutic 
inquiry was using each interface that managed assent to documentation and verified identities while 
taking extensive notes and screenshots and organizing quantitative details in a spreadsheet for 
content analysis. We participated in account creation, account login/identity verification, and all 
aspects of the platforms we were required to interact with to access core gameplay experiences. 
Although we had to use an existing account to access the game library, we created new accounts 
for the purposes of observing each platform. 

We examined the content of all EULAs and ToS to identify consistent themes in the conditions 
resolved by the interfaces that manage assent or dictate authorization. One author conducted an 
initial pass observing, noting, and screenshotting all interfaces and associated documentation before 
applying emergent, conceptual, and thematic coding (Saldaña 2015). We identified notable themes 
and conditions in all required licensing or account-holder agreements and terms as encountered and 
both authors reviewed and discussed these coded themes until agreement was reached. One author 
observed, noted, and took screenshots of any element of the platforms and game software we 
encountered that they perceived as related to either authentication or authorization to round out our 
understanding of the outcomes they can produce (e.g., personalized content or elements labeled 
with account names and evidence of data monitoring such as play times or play history 
information). Both authors reviewed and discussed all collected evidence until agreement was 
reached. 

Four of the seven digital game software distribution and gaming platforms were PC-based and 
three were home-gaming consoles. We only included platforms that provide distribution and 
mediate access and hosting services for everyday gameplay. The PC distribution platforms chosen 
were Blizzard/Activision’s Battle.Net, EA’s Origin, Valve’s Steam, and Ubisoft’s uPlay as they 
were the most successful or prominent distribution platforms at the time of data collection, with no 
other platform at the time having a notable portion of the market in North America. For 
instance, sales through Steam alone accounted for approximately one-sixth of all digital game sales 
in the United States in 2017 (Bailey 2018; ESA 2019). Steam sells and hosts games for an extensive 
roster of publishers that create a wide variety of types of games and supports insights about a wide 
array of game software development companies. Battle.Net, Origin, and uPlay only support games 
published by one company. The home-gaming consoles we examined were Nintendo’s Switch, 
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Microsoft’s Xbox One and Sony’s Playstation 4, the three most prominent gaming consoles at time 
of observation. Like Steam, all three support a diverse array of games and publishers. 

We sampled game software from Transformative Play lab’s 1500+ game Steam Library at 
University of California, Irvine. Lab affiliates, local game publishers, friends, and families 
contribute to this library. It contains a wide variety of games representing diverse tastes and genres. 
We chose the games in our sample by progressing through the alphabetized list randomly based on 
rolling a die to mitigate selection bias, and additional selection criteria unrelated to access control 
described in a previous article (Gardner and Tanenbaum 2018). This previous article investigates 
details related to character configuration interfaces in sampled games, so games without characters 
did not meet the selection criteria. The initial data collection and analysis presented in this paper 
began in response to a secondary research question for this earlier article but grew beyond the 
capacity of that paper. Based on the ubiquity of our findings and the lack of reference to characters 
in any of the EULAs we read, however, we are confident this additional criterion had little or no 
effect on our results. The oldest game was originally released in 1999 (though re-released for Steam 
much later), the newest was released in 2015. We coded 101 games in our sample as published by 
larger “AAA” game companies and 99 as published by smaller “indie” companies. A complete 
ludography can be found at: https://dang.page/ludography.  

Because updates, expansions, and unlockable content are common with game software, and these 
changes can potentially alter conditions of access control, our data collection is a snapshot of a 
point in time. To mitigate this potential issue and be as consistent in observations as possible, we 
observed all game software as a fresh installation at time of collection and ignored any unlockable, 
extra, downloadable, or purchasable content. EULAs and ToS are similarly subject to change and 
our findings represent a snapshot here as well. Data collection completed in 2019.  

5 FINDINGS 
Confronting interfaces that managed bidirectional authorization of users and the conditions 
contained in EULAs and ToS as well as interfaces that authenticated account information was a 
condition of accessing every platform and all game software we observed. We were consistently 
required to assent to two to three EULAs and/or ToS and verify an identifier one to two times to 
access all 200 games. All sampled game software was installed through Steam, subsuming them in 
the platform’s access control features. Because every platform observed required assent to a EULA 
and identity verification, a minimum of one layer of authentication and authorization would also 
have been required to access games on the other platforms observed as well had we observed them 
there for the same reason, and at least two layers of assent would be likely. 

5.1 Authorization: accounts and assent 
Empirical accounts of EULA and ToS assent is essential to contextualize later findings and analysis. 
As stated, all platforms required assent to some form of terms when creating an account necessary 
to access that platform, or to access key functions of that platform (more details below). The 
conditions associated with platform accounts regarded user interactions with platforms and their 
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role as both digital retailer and game library manager. All game software observed required assent 
to a EULA during installation. Game software EULAs described the conditions of accessing that 
specific game software artifact. Nineteen of the 200 games included a requirement to assent to a 
third set of conditions attached to a game publisher specific account that resembled platform 
accounts—except only associated with that publisher’s game software. All nineteen of these games 
were published by AAA-coded publishers and were released after 2010, suggesting this to be a 
comparatively recent practice by larger companies. 

We did not always observe clear or immediate access to the terms to which we were assenting. 
Two of the seven platforms and all game software—hosted on Steam—displayed EULA conditions 
as a visible feature—and result—of Steam’s standardized authorization interface format (e.g., 
Figure 1). The other five platforms used a link to a separate screen or externally hosted document 
containing the conditions to which we were assenting (e.g., Figure 2). Clicking these links, 
accessing, or scrolling through those conditions was not a requirement of authorization or access in 
any interface. Because all game software observed was hosted by a distribution platform—as is 
standard in the contemporary ecosystem—all games observed were automatically subject to the 
additional layers of authorization and conditions defined by those platforms, as would any games 
we would have observed on the other platforms. Table 1 summarizes the occurrences of different 
assent acquisition formats. 
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Figure 1: Screenshot by authors of example of game software 
EULA from Steam Platform with visible/available terms and 

“I agree” button 

 
Figure 2: Screenshot by authors of example of account 

creation with links to EULAs and check box with “I 
agree/accept” label from Ubisoft account creation 

 

 

Table 1: Summary of authorization interface formats for acquiring assent and presenting EULAs. 

Sample % of sample requiring  
assent to at least one  
EULA/ToS to access 

% of sample requiring  
assent to two EULAs/  
ToS to access 

% of sample requiring  
assent to three EULAs/  
ToS to access 

% of immediately  
visible conditions 

% of linked external 
conditions 

Seven Platforms 100% 0% 0% 29% % 71% 
200 Games 100% 100% 9.5% 100% 0% 

 
 
 
Authorization interfaces relied on two designs for acquiring interactive assent: the first was a 

button labeled “I agree” or similar (e.g., Figure 1). The second was a check box with “I agree” or 
similar next to it (e.g., Figure 2). All game software had a templated authorization interface to 
manage their initial assent provided by the Steam platform (Figure 1). The details of the 
authorization interfaces games used to acquire any third assent to conditions varied visually but 
followed one of these two formats. In line with Böhme and Köpsell’s findings, it appeared that all 
companies prioritized formats that followed broader EULA assent standards. 

5.2 Authorization: Terms, conditions, ownership, and licensing 
All EULAs we observed dictated the terms under which players were granted license to access 
respective distribution platforms or game software. All these documents explicitly identified 
publishers as the owners of all assets, whether software or intellectual in nature, regardless of 
ownership of the device upon which said software was installed. Players would only be permitted 
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to maintain accounts and access to relevant software provided they abided the terms within these 
documents—whether or not these documents were immediately visible, attached to the interface 
through which they authorized these terms, or accessed. All EULAs prohibited or heavily restrained 
players from copying, corrupting, modifying, redistributing, or otherwise risking the integrity of 
the software and any related services. 

5.2.1 Data monitoring 
The EULAs for all platforms and 43 games contained terms for data monitoring or an assumption 

of data monitoring within conditions describing the management of that data. Data collection terms 
did not include specifics about what sort of data were collected, beyond generalities about account 
and/or gameplay activity. The overwhelming majority of the examples of game software with data 
monitoring terms were coded as published by AAA publishers, with only two being published by 
indie-coded publishers. The earliest game software EULA with conditions for data monitoring was 
released in 2008, with 60% of those containing these conditions being released after 2010. These 
data suggest this sort of surveillance is still relatively new in digital game software. Based on our 
data, we would expect a much larger portion of a sample of contemporary games published by AAA 
publishers to contain these terms. 

Surprisingly to us, only 16 of these 43 games supported online multiplayer modes. Early on, we 
expected online play to be a strong predictor of data monitoring. However, less than half those with 
data monitoring terms supported it, meaning the data collected must be about more than player 
interactions, moderation, or matchmaking services. 

All EULAs and ToS clearly defined the consequences for players who failed to uphold the rules 
they contained. The most common outcome we observed was loss of player access to the game 
software or platform. Table 2 summarizes occurrences of these highlighted terms and conditions in 
our sample. 

 
 

Table 2: occurrences of highlighted terms and conditions 

Sample % of EULAs that defined  
publishers as sole owners of  
software installed on player  
devices 

% of EULAs that prohibited 
or severely restrained players 
from copying, modifying, etc. 
software 

% of EULAs that contained  
terms for data monitoring 

% of EULAs that demanded 
complete conformity to  
terms therein as a condition  
of continued access. 

Seven Platforms 100% 100% 100% 100% 
200 Games 100% 100% 21.5% 100% 
 

5.3 Authentication: identity verification 
All platforms required authentication to access. Any level of access to all PC platforms and the 
PlayStation required identify verification. The Xbox and Switch allowed some level of access to 
basic platform navigation without identity verification. However, verification became required 
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when attempting to access game software, system features, or other applications. Both the 
PlayStation and Xbox did offer a “guest” account access option. However, guests gain only limited 
access to platform services, game software, and are prohibited from saving gameplay progress. The 
Switch permits the creation of a local account that is comparable to a permanent guest account, with 
slightly more access. Although this local account did allow some game software to be accessed and 
gameplay to be saved, accessing all games and platform functions required the account to be linked 
to a Nintendo account, with functions and conditions that resemble the accounts of other platforms. 

Because accessing all game software required platform access first, all games inherited the 
authentication imposed by platforms, resulting in 100% requiring authentication to access. The 
nineteen examples of game software that required assent to an additional publisher account-specific 
EULA also required additional identity verification. After initially encountering these publisher 
accounts, the same account/identifier could be used for subsequent game software we encountered 
by the same publisher. Our sample is insufficient to identify when companies like these began this 
practice. However, we did observe game software released earlier by these same publishers that 
was not equipped to require this additional identity verification or account linking, suggesting it is 
a relatively recent practice and would expect this number to be higher in a sample of contemporary 
game software. We did not encounter any singular game-specific identity verification in our sample, 
though we are aware these exist. 

We encountered only two varieties of authentication interfaces. The first was standard username 
and password, two-textbox, entry interfaces (analogous to account creation interface in Figure 2). 
This format requires players to provide a username or account name and password as a two-part 
identifier in return for access. The second broad category of authentication interfaces we observed 
included two versions of simplified account verification where username and/or passwords were 
not required to be entered. The first version was a form of the two-textbox screen with one or both 
fields “remembered” by the system from a point of earlier access, requiring us only to press the 
“login” button. On console platforms, we observed an even more simplified category of 
authentication, only requiring the selection of a saved and previously verified account with an 
option to select a “default” account that auto-authenticates upon system start up. 

All platforms and the nineteen games with additional authentication permitted some form of 
simplified identity verification. Although these authentication processes are streamlined or 
automated for return visits, we need to highlight they still enforce authentication as a condition of 
accessing or beginning every instance of gameplay. Table 3 summarizes the occurrences of the 
different conditions of authentication we observed. 

 

Table 3: occurrences of different authentication conditions 

Sample % of sample that required at least one  
instance of authentication to access  

% of sample that required two  
instances of authentication to access 

% of sample that could be accessed using  
only streamlined or automated  
authentication, after initial use 

Seven Platforms 100% 0% 100% 
200 Games 100% 9.5% 100% 
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5.4 Authorization and Authentication: Names, identity, and autonomy 
None of the EULAs or ToS we read informed players about name change policies or publisher 
responsibilities regarding account names or identifiers being established. These documents dictated 
what companies could do with the accounts themselves (e.g. share them attached to data) and 
warned what players could not do with them (e.g., share them with friends or sell access to them). 
However, no EULA contained policies that described whether or how players may change their 
account name. 

After searching their websites, we did discover that all seven companies that maintain the 
platforms we observed did have name change policies; these policies just were not immediately 
available in documentation provided during account creation. At time of writing, Steam and 
Nintendo did not permit account name changes (though both did allow displayed names to be 
changed). Battle.Net and Xbox permitted one free change, with a small fee for subsequent changes. 
Origin and Uplay permitted an indefinite number of changes but limited how often changes may 
occur. PlayStation permitted changes at any point. 

6 DISCUSSION 
Access controls are intentionally placed technical and procedural barriers at the borders of 
gameplay, common application use, and Burk’s “legal regimes” (2010). These systems explicitly 
control whether and how we can enter those regimes and access any core media content and 
experience within. How these interfaces regulate access to core media highlights the inherent, 
recursive, mediation of contemporary digital, computational, media in a way that overlaps with but 
is distinct from a platform studies perspective (Montfort and Bogost 2009; Boellstorff and 
Soderman 2017). That is, access controls are often part of platforms but they are not exclusively so, 
and our focus is on relationships with media through medium, while platform studies is often 
explicitly focused on medium. 

In our findings, authorization and authentication interfaces dictated the terms of participating in 
the legal domains of software publishers within which digital media reside, and enforced a loss of 
autonomy in return for that participation. Authorization interfaces that acquire or record our assent 
enable, confirm, and enforce the rules that determine the relationships between users, media, 
publishers, and platforms. Authentication interfaces that verify our identities consistently validate 
access while indexing user activity. That is, Index in two senses: in the semiotic sense of pointing 
at users indicating their presence and who they are alleged to be, and in the sense that user data is 
arranged to better organize and validate access control and surveillance databases.  

Our findings may at times feel obvious, or modest, in their mundane description of potentially 
familiar details of authorization and authentication. However, they help to empirically ground 
under-examined understandings that—while common—have largely been assumptions about 
digital media. Our data permit us to make more clearly evidenced claims about these systems that 
both reinforce and complicate common, assumed perspectives that go beyond technical 
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understandings. Though our data draws on older game software at times, this is the first data set of 
this type to be gathered and analyzed in this way, though hopefully not the last.  

Because access controls sit—intentionally and pragmatically—between users and the digital 
games, media, or platforms they wish to access, they serve as a fulcrum for companies to apply 
leverage. Our findings can encourage users to critically reflect on some of the systems underlying 
their everyday media use. Our data can help designers and developers reflect on the scope of 
conditions they impose on users through the ecology of interfaces that surround their core product, 
and in some senses define that product. Our analysis can help researchers better examine social 
concerns and relationships these interfaces manifest and maintain between users, digital media, 
platforms, and the companies that produce them. 

Access control interfaces and processes are reasonable adaptations to digitization and 
computerization and many of the norms we observed are aligned with broader software 
development and implementation. However, we focus on how authorization and authentication 
demanding users provide personal information, submit to legal regimes, and enroll themselves in 
too often vaguely defined networks of surveillance and algorithmic influence in return for access 
influences or alters core media experiences. Because practices like these are so common, our 
claims—and critiques—provide insight beyond the context of only games. And, to echo Seaver 
(2017) and Seberger et al. (2022), our analysis suggests studying these systems and transactions 
beyond the moment of interaction within a broader socio-technical ecology. 

Access controls make possible a variety of economic, legal, and social outcomes beyond 
gameplay or other digital media contexts through the software and platforms with which we must 
interact to consume them. Authorization and authentication interfaces enable familiar consequences 
such as loss of access or prosecution for copyright infringement or intellectual property theft, but 
are also what make it possible to collect, sell, or unlawfully disclose personally identifiable 
information to third parties. For users whose interests or identities have shifted, unchangeable or 
difficult to change identifiers provide a regular—potentially traumatic—reminder of a past they 
prefer to leave behind.  

Access control interfaces become a threshold that dictates important facets of the experience of 
digital games and other digital applications and platforms via the access, policies, and processes 
they enable and enforce. Again, the immediate technical dimensions of authorization and 
authentication interfaces and services are well trodden. However, what makes them especially 
powerful is how their ostensibly mundane functions and the transactions they mediate enroll users 
in relationships, terms, outcomes, and networks of surveillance that extend so far beyond everyday 
gameplay, media consumption, and use. 

6.1 Controlling Access to Gameplay 
The forms of assent described above in relation to traditional or theoretical games or gameplay 

dictate what players may do in games and/or define gameplay. The mechanical, formal assent to 
EULAs and ToS like those we observed dictate which non-gameplay behaviors would be acceptable 
during/alongside gameplay or what players may do to games and game software. In their most 
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closely aligned moments, EULAs or ToS ask players to agree to a particular tone of gameplay, 
where previously observed modes of assent ask them to agree to rules that define the nature of 
gameplay itself. More centrally, however, our observed processes, interfaces, and the terms they 
resolve determine what sorts of authority publishers may exert on players independent of gameplay 
in ways earlier games as artifacts were incapable of supporting, and play scholars were ill-equipped 
to observe. That is, rather than assenting to abide by certain gameplay actions—such as how chess 
pieces move or how to score in tennis—assenting in interfaces like those we observed determines 
how we may interact with the artifactual game itself. Analogically, this assent is more about where 
a chessboard or stadium is physically permitted to exist and who is permitted to experience any 
gameplay they host. Players never had the authority to move, copy, or distribute stadiums, but in 
this analogy, we must now affirm they will not do so every time they wish to play there. How these 
interfaces serve as features of ordinary software infrastructure cannot be separated from how they 
influence digital games and gameplay in ways that games and digital media scholars have yet to 
fully engage with. 

In our observations, authorization was required a minimum of twice prior to being permitted to 
install any game software on our machine. Burk describes the phenomenon of easily clicked-past 
conditions like those we observed as “clickwrap” licensing, an offshoot of “shrinkwrap” licensing 
where the terms to which we assent take effect through the simple act of removing physical 
packaging (generally without active access to—or awareness of—said terms) (2010). In both cases, 
it is assent to and the authorization of company claims that is the priority.  

Authentication interfaces that consistently verify identities are another relatively new threshold 
attached to games and gameplay that scholars have yet to properly reckon with in relation to the 
games and media we consume. Pre-digital games only relied on rigid identity verification in formal 
competitive or professional contexts. As our finding of requiring a minimum of one layer of 
authentication to access all games suggests, even the most casual of everyday digital gameplay 
interactions are likely to require players authenticate a verified identifier.  

Based on our read of observed EULAs, ToS, and observed interfaces and attached systems, 
publishers and platforms verify identities to serve a variety of priorities. Authentication offers 
minimal protection for user information such as saved payment information. However, the primary 
reasons we could discern for the implementation of authentication, based on available terms 
observed outcomes of authentication across platforms, were primarily serving publisher priorities, 
not user needs. Authentication can only enforce the conditions established by EULAs and ToS, 
revoke access or prosecute, or monitor user activity if users are legible enough to differentiate 
between them. This legibility comes only from reliable identify verification across multiple 
instances of access. Authentication is rarely explicitly addressed in EULAs or ToS but without it 
the most punitive or invasive terms in these documents would be impotent.  

Without authentication, even basic conditions would be challenging to enforce.  For example, it 
is now difficult for players to share games with each other. Where players can readily share 
traditional, and even theoretical games, without notable consequence, sharing digital games and is 
difficult without uncommon technical skill and is explicitly prohibited by all EULAs we observed. 
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Identity verification is an essential aspect of contemporary gaming that dictates access to 
gameplay and reconfigures important relationships players may have with contemporary games, 
publishers, and platforms. However, this description applies because of their digital, computational 
nature, not their gameness. That games have only adopted pervasive formalized authentication as 
they became digital and networked highlights how these functions are more essentially facets of 
broader digital applications and platforms than of games or gameplay. We must be careful not to 
neglect similar processes across digital media, platforms, and contexts that represent essential 
aspects—and consequences—of the underlying systems and priorities that shape broader digital, 
media, and social experiences. 

Identifying the distinct layers of procedural and mechanical assent bounding gameplay, game 
software, and game platforms as we have helps to compartmentalize and better understand other 
facets of digital games and media. Acknowledging how periludic authentication directs how players 
must interact with game software, platforms, and publishers to retain access to gameplay highlights 
how contemporary digital gaming activities comprise so much more than familiar conceptions of 
games or gameplay. Understanding digital games requires recognizing these layers of systems that 
mediate our access to, and experience of, gameplay. Acknowledging how similar processes shape 
our experience with other forms of recently or natively digital media highlights basic, essential, and 
yet often overlooked, aspects of how we are permitted to interact with contemporary digital media 
through software and platform mediation. 

Figure 3 visualizes our findings to further illustrate how accessing digital gameplay isn’t simply 
a matter of voluntarily choosing to play or not as some historical models of play might suggest is 
the norm. Our findings highlight how accessing digital gameplay requires players submit to 
multiple layers of permissions, verification, and validation unrelated to the rules of play, and 
unaccounted for by game scholars. Our observations about these processes and interfaces suggest 
that understanding how we actually interact with digital games and broader digital media demands 
broader recognition of the socio-technical ecology within which they reside, not just core content. 
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Figure 3: Visualization of our findings that illustrates the procession of access control mechanisms at different stages 

of software interaction necessary only to access gameplay 

 
Our findings identify a need to better address these functions around digital games. These 

interfaces and systems reconfigure familiar media-forms and our conceptual models of them and 
game scholars need to broaden their field of observation. These systems may not be part of the 
game, play, or gameplay, but they are essential to accessing them. The HCI community needs to 
consider more than the technical efficacy of these systems or the usability that makes obtaining 
assent or verifying identities more efficient. The primary intent and immediate outcomes of these 
systems may represent common, reasonable best-practices but they have unintended and unattended 
outcomes in games or that influence users/player experience that demand attention. As following 
sections will discuss in greater detail, it is important to recognize when the transactions these 
interfaces manage attach potentially opaque and/or inequitable practices to media through 
interfaces that are unethically optimized for inattention.  

6.2 Surveillance and Data 
It bears repeating that submitting to data monitoring was an essential condition for accessing all 
games in our sample, or any game that would be played on any of the platforms we observed. Given 
the platforms themselves monitor, there is no option to choose between games that do or do not 
surveil and no choice to opt in or out save opting out of using seven of the largest gaming platforms 
and so a large majority of digital games. That is, our findings suggest the only available choice 
players have regarding surveillance in digital games is to submit to it or to opt out of the medium 
itself.  
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There are likely some readers that might minimize concerns about surveillance as a condition of 
accessing digital games based on their oft-perceived status as leisure items. However, games are a 
powerful socio-technical phenomena that are as much a part of many contemporary cultures—and 
economies—as books, film, music, or social media. Moreover, as we argue just above, the presence 
of these systems is less a feature of games than of their digitization. These systems exist in much 
the same form across digital contexts with an assumed ubiquity our findings essentially confirm 
with games, based even on the sample of platforms alone. Games are one—very common—lens 
through which we might examine the influence of these systems and highlight their expansive reach. 
Although precise manifestations may vary, our analysis of the mechanisms through which 
players/users are enrolled in surveillance applies beyond digital games. However unlike games, 
because of how integrated broader digital media and communication platforms are throughout 
personal, professional, and cultural contexts, choosing not to participate in surveillance by opting 
out of digital media and platforms would be comparable to opting out of society. 

Long-term surveillance can be used to benefit players or users. Data recorded on player activity 
are used to help balance gameplay mechanics, improve matchmaking services that ensure players 
compete with similarly skilled opponents, or update and repair underlying game code. When made 
available to players, activity data can be used to reflect on past gameplay to improve performance 
(Egliston 2020). Game software publishers may use records of chat logs to arbitrate disputes 
between players or as evidence for punitive actions against malicious players—an outcome outlined 
in several EULAs we observed, even if the method was not explicitly identified.  

Although supporting restrictive and punitive actions is valuable on one hand, the key reason 
surveillance appears to be attached to gaming platforms—and by extension all games they host— 
appears to be increasingly common data-driven and algorithmic processes. Just as the attachment 
of access controls to games is more a characteristic of their digitalization, so too are contemporary 
gaming platforms. What defines many of these platforms, especially on PC as “game platforms,” is 
the nature of the software they peddle. In why likely appears to be a familiar practice, they use the 
data they collect on player activity to enhance that peddling much more visibly than any other use 
of these data. For example, we observed Steam making and updating recommendations for games 
we might purchase, based on accessing the wide array of games in our sample (e.g., Figure 4). 

 

 
Figure 4: Example of Steam recommendation based on accessing sampled games, explicitly implicating their surveillance of 

activity. It was unclear to us precisely what qualified games as "masterpiece games" based on presentation. 
 

These familiar practices present more evidence that while there are functions, findings, and 
implications specific to the relationships access controls have with digital games, our analysis likely 
applies more broadly. Broader digital platform interactions and activities are subject to similar 
practices as a basis for actions taken on behalf of—or against—users. In many cases readers are 
likely already familiar with, such as with social media feeds, online retail settings, or the music 
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streaming platforms described by Seaver (2019), companies use these data to algorithmically 
recommend new content or products.  

As we have mentioned before, one benefit of studying digital games compared to some other 
digital contexts, is that they are heavily studied and theorized apart from their digitally embedded 
expressions. The opportunity to pick apart components of gameness and digitalness can lend 
perspectives that might otherwise be more challenging to pick apart. For game scholars, there is a 
real need to add pervasive surveillance to the insights from the previous section, and to broaden 
their scope still further to question the differences between gameplay and gameplay under the ever-
watchful, algorithmic eye. For HCI scholars, there are broader topics to consider about the 
relationships authentication, in particular, has with broader surveillance and algorithmic practices. 

 
To reiterate, if authorization interfaces are what secure our—often naive—assent to data-driven 
activities, authentication interfaces are where our surveillance begins. In our findings, surveillance 
practices, precisely what data is collected and when, and any associated positive and negative 
outcomes were rarely if ever fully transparent and—to points already made—how much choice or 
autonomy users ever had over what was collected about them was questionable. Further, the irony 
of authentication is that while it ostensibly limits access to player/user data, it’s ability to make that 
data legible is also what invites data leaks, breaches, or attacks (Haggerty et al. 2015). Without 
authentication, data might be freely accessible but unlinked, highly illegible, and without value. 
With authentication, data becomes valuable—to companies that collect it and entities that leak or 
thieve it—because it becomes legible, organizable, and linkable to individuals. That is, even if 
personal or private information is often protected by authentication, it is often precisely because of 
authentication that our privacy is lost (Vertesi 2014).  

There is dire needs for a greater discussion of the means in which we enter surveillance and 
Seaver’s algorithmic “traps” (2019). Whether we are discussing games or broader digital media, 
how the data that surveillance produces is procured or used and how companies implement and 
enroll users in that surveillance matters (Vertesi & Dourish 2011). We cannot only rely on 
technically sound, highly efficient/usable interfaces that do not demand our attention while enabling 
surveillance and potentially endangering privacy. How clearly and transparently users are made 
aware of these practices, and their stakes, matters. The ethics of design decisions companies make 
despite Good et al., Böhme and Köpsell, and Obar & Oeldorf’s findings incentivizing optimizing 
inattention must examined. Whether or not users truly have a choice to be surveilled or not—or to 
be enrolled in these algorithmically tailored experiences—matters. 

6.3 Names 
It was not clear to us why account name change policies were omitted prior to account creation, 
given how much attention EULAs pay to the state of the accounts themselves. EULAs were the 
only policies the platforms we observed presented prior to account creation—if only indirectly 
through links in some cases. As described above, these documents identify a range of things 
companies may do with user accounts and a range of things users may not do with them. For 
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example, EULAs establish the right of companies to share—or sell—information on user accounts 
and prevent users from undermining profits by freely sharing account access. 

Like authorization and the authentication interfaces where account names must regularly be 
input, accounts themselves are a feature of digitalization more than games, which permits insights 
into broader contexts. The absence of policies informing users how account names are managed is 
especially telling, given users become subject to these policies at the same transactional points of 
initial authorization and account creation.  

No platform observed enforced the use of legal names for accounts and all permitted the change 
of—at a minimum—displayed names. We must assume that the platforms that allow account name 
changes either index users with some form of unique, invisible to the user, identifier linked to their 
account name, or their systems are equipped to re-link data to new identifiers as they are changed 
(probably the former, though this is proprietary information we could not access). Others have 
examined how insensitive naming policies and a lack of independent identifiers can impact 
marginalized communities in broader digital contexts such as social media (Haimson & Hoffman 
2016; Haimson et al. 2016), or even academic publishing (Tanenbaum 2020; Tanenbaum et al., 
2021). We, however, draw attention to the mechanisms and procedures where users initially submit 
to these policies (knowingly or not), and where they are potentially consistently reminded of their 
rigidity. 

Account and account name policies help define basic digital housekeeping, index users, and 
reasonably (for companies) protect against lost revenue. However, in our observations, users are 
rarely provided with these policies when creating accounts and their transparency is not guaranteed. 
Whether users can change their names is not guaranteed, potentially requiring users who wish to 
leave an old name behind to start completely new accounts. These users must then abandon any 
assets—and potentially reconstruct meaningful social networks—tied to their old accounts. 

Although our own priorities are primarily aligned with users, this situation is less than ideal for 
companies as well, as it interrupts and devalues collected data. While imperfect, the gaming 
platform policies we observed that did not enforce “real” or rigid unchangeable names suggest 
means for other domains to improve their access control policies and procedures to provide users a 
modicum of autonomy over their experience while improving data continuity. 

6.4 Ownership 
The ubiquity of ownership claims in our findings beg for deeper analysis of the mechanical, 
transactional points where the topics of these debates are confirmed and made to matter. However, 
an array of scholars and journalists have already examined this shift to licensing over ownership in 
a broad spectrum of applications and technologies and speculated on the consequences of this shift 
(Boyle 2017; Frederiksen 2020; Gruning 2017; Pegoraro 2015; Sinclair 2022; Squires 2021; 
Szpytek 2021; Walker 2012). There are also related scholarly themes on modding in games 
(Kretzschmar and Stanfill 2019; Postigo 2008; Taylor 2009; Wallace 2014), or a broader “right to 
repair” or “tinker (Bergen 2021; Gault 2020; Grinvald & Tur-Sinai 2019; Svensson et al., 2018; 
Waldman & Mulvany 2020). Although we do add some basic empirical grounding to this topic that 
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is not always present in this work, we do not have broader analysis to add. Instead, on this topic, 
we offer only a brief contextually specific insight. 

Claims of ownership and conditional player licensing are intended to reduce theft of actual and 
intellectual property. Although a reasonable goal, one underexamined consequence of this shift in 
ownership models related to games and other media is how they make lending or borrowing more 
difficult, as briefly mentioned above. Limiting the ability to share erases a meaningful way players 
historically could have first experienced new games and new consumers might explore their tastes 
and develop fluency in the medium. These limitations reduce accessibility to the medium along 
clearcut economic lines. 

7 IMPLICATIONS FOR DESIGN 
Throughout this paper, we have described how streamlining or automating submission to access 
controls systems serves to place users in unfavorable positions with unethical efficiency. Instead, it 
may be time to reconsider the strategies designers rely on to authorize standard terms of use and 
access, and to better acknowledge the full reach of authentication. We cannot offer specific 
suggestions for every issue we have identified and recognize the logistical constraints of replacing 
or completely re-imagining these systems. However, we offer two key implications that should be 
relatively feasible and address some of the issues we describe related to user autonomy and the 
equity of ongoing relationships: more transparent and complete data preferences and using 
identifiers that are independent of actual and displayed names. 

The first minor change we suggest with major implications is simply giving users any real control 
over how their data is used, given how we identified they currently have little or no control over 
their participation in surveillance. This change could be technically deployed any number of ways. 
However, any user control over data preferences would be an improvement over a current lack. If 
data monitoring is too central to the functions of a product or a company’s revenue stream to make 
blanket participation optional, we suggest making those practices minimally transparent. Even if 
they are hardly read, adding details about what sorts of data are collected and for what purposes to 
data-monitoring or processing sections of EULAs or even making these details available online 
would also be a constructive step. These changes are in line with increasingly common practices 
around cookie preferences for websites, as more companies apply the EU’s GDPR requirements to 
websites regardless of regionality. Cookies are a piece of the data surveillance puzzle online and 
allowing users to control which are collected and requiring users to opt in to non-essential collection 
is a good model. However, no game platform nor—to our knowledge—any major app or social 
media platform applies a similar model regarding user data. Granting users even a small level of 
autonomy over how much they are surveilled feels like an obvious, minimum, but still too 
uncommon step toward creating a more equitable data environment for digital games or beyond. 

The gaming platforms we observed that decouple their account names from preferred, assigned, 
or legal everyday names provide a constructive example for broader platforms to permit more 
sensitive, flexible, and reliable identifiers. Indexing people independent of their assigned or legal 
designations permits services—and collected data—to remain uninterrupted while allowing users 
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to better align their account information to lived or preferred identities. Permitting changeable 
account titles or assigning users a number or hex string of some kind permits the names users 
otherwise become shackled to, to be more fluid without disrupting use. Plenty of broader platforms 
or services already distinguish account names and/or identifiers from display names, so this seems 
to be a logical next step.  Even if broader digital platforms followed the model we observed of 
charging for these changes, many users who are haunted by previous names might consider these 
change fees a small price to—for example—escape potentially traumatic designations.  

Although there are technical challenges associated with permitting users to personalize their 
surveillance or overhauling identifier databases, these suggestions do not ask digitally focused 
industries to dramatically alter their practices, and both suggestions are already currently used by 
some companies. The relative modesty of these interventions highlights the disproportionate 
amount of neglect shown to the personal and ethical influence these systems may have. If granting 
users even these seemingly trivial levels of autonomy cannot be accommodated by these industries, 
it then highlights how much their priorities are not users, and their practices cannot be user-centered. 

8 LIMITATIONS AND OPPORTUNITIES 
This study has three immediate limitations related to the selection of game software and breadth 

of our data. However, none of these limitations discount the value of the data we do have, and each 
suggests an opportunity for future study building on the insights presented in this paper. 

The first and most obvious limitation in of our analysis is the date range on the sample. At time 
of writing, the most recent game from our sample is seven years old and much can have changed 
in the time since its release. Our own findings suggest this is likely. However, our observations and 
findings are less about the current state of the digital game medium, and more about the nature, and 
the nature of related media. A more recent sample would undeniably enhance our analysis, but we 
are confident it would not change the fundamental contribution, or demand for these systems to 
receive greater attention. 

Our observations of each platform allow us to strongly infer that many of the themes we observed 
with our sample of games on Steam would persist across those platforms as well. However, one 
hole in our analysis is mobile gaming which likely has unique expressions of some of the themes 
we discuss. Mobile devices offer a perfect opportunity for complementary or future research that 
would necessitate a consideration of the linkability of location data. 

Our exclusion of games without playable characters precludes some comparisons. However, we 
did have a wide variety of genres and game types in our sample and as our findings suggest, 
publisher and date of release are likely to be bigger indicators of varying terms than gameplay 
elements—and to a lesser extent perhaps, the presence of online multiplayer game modes. 

9 CONCLUSION 
Consistent, pervasive access controls are a mundane component of our everyday digital game 

software, media, tools, applications, platforms, and lives, yet they highlight a shift in how we 
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participate in any activities related to these contexts. The authorization and authentication 
procedures tied to these technologies means we are never really accessing digital content or contexts 
alone, or without consistently verified identities and a need for permission—often even when in 
offline modes. This shift is not unique to games and creates ongoing—often obscured—
relationships with the digital media, platforms, and technology we interact as well as those who 
produce them with that harkens back to the quote with which we began this article. 

There may not be inherent problems with the presence or use of access control mechanisms. 
These systems represent practical responses to needs associated with the production, maintenance, 
and use of digital technologies. However, they also represent a fundamental mediation of everyday 
experiences the influence of which we have yet to properly reckon with due to them being a 
frighteningly recent component of consuming media in a grander scale despite their ubiquity. 

In Star’s explanation of why ethnographies of infrastructure are so important, she emphasized 
the importance of studying the “boring” infrastructural components of information systems (1999). 
Access control interfaces are one of those essential and otherwise boring mechanisms that subtends 
processes more familiar to games, media, and researchers. Characterizing these systems as boring 
also recalls Draz’s analysis, and how it is especially those who benefit from the status quo who will 
find them such. Neglecting the broader, qualitative, personal, and institutional aspects of how these 
interfaces and processes shape digital games and media more broadly means missing equally 
essential aspects of the authority, identity, privacy and surveillance, autonomy, and exclusion they 
establish or enforce. 

Our analysis of access control interfaces and the conditions they mediate provides greater insight 
into how these concepts and consequences are enacted within everyday technology use beyond their 
immediate technical functions or immediate player/user interactions. Our data ground common 
assumptions about these technologies with empirical weight and our analysis describes how these 
interfaces could center future studies that invite input from users about more than their usability. 
Our analysis should support new studies with mobile technologies—which increase the depth of 
surveillance by linking additional parameters to user data, such as location. Further, scholars should 
examine how different outcomes may respond specifically to the socio-demographic position of 
users, or in response to national or legislative policies such as the EU’s GDPR, or when designed 
counter to hegemonic norms. 

Access control interfaces are common, familiar facets of digital games and broader digital 
technologies that reinforce the authority of publishers, support powerful software functions, and 
limit the autonomy of users. Despite deep knowledge of their technical parameters and widely held 
notions of their reach across digital contexts, we identify a lack of analysis of their broader 
implications and recommend researchers move to fill this gap. We highlight moments of opacity 
and optimized neglect and suggest how to begin to address these concerns. Investigating the 
personal, infrastructural, and societal impacts of these seemingly mundane features can profoundly 
expand our understanding of their place in our lives and their responsible design. 
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