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Towards A Fuzzy Domain Ontology Extraction
Method for Adaptive e-Learning

Raymond LauMember, IEEEDawei Song, Yuefeng LMember, IEEE,Terence Cheuniylember, IEEE,
and Jin-Xing Hao

Abstract—With the wide spread applications of e-Learning support automatic analysis of learners’ progress in terms of
technologies to education at all levels, increasing number of online the knowledge structures they have acquired. In this paper, we
educational resources and messages are generated from the correysirate a methodology of automatically constructing concept
sponding e-Learning environments. Accordingly, instructors are to ch terize | » understanding f ficul
often overwhelmed by the huge number of messages created bymaps 0c arap erize learners: unaerstan '”9 ora pqr Icular
students through online discussion forums. It is quite difficult, if ~tOPIC; thereby instructors can conduct adaptive teaching and
not totally impossible, for instructors to read through and analyze learning based on the learners’ knowledge structures as re-
these messages to understand the progress of their students on theflected on the concept maps. In particular, our concept map
fly. As a result, adaptive teaching for a large class is handicapped. generation mechanism is underpinned by a context-sensitive

The main contribution of this paper is the illustration of a novel text mini thod [24 daf d . ol t
concept map generation mechanism which is underpinned by Xt mining method [24] and a fuzzy domain ontology extrac-

a fuzzy domain ontology extraction algorithm. The proposed tion algorithm.
mechanism can automatically construct concept maps based on  The notion of ontology is becoming very useful in various

the messages posted to online discussion forums. Our initial fields such as intelligent information extraction and retrieval,
experimental results reveal that the accuracy and the quality semantic Web, electronic commerce, and knowledge manage-

of the automatically generated concept maps are promising. Our . .
research work opens the door to the development and application ment [34], [56]. Although there is not a universal consensus on

of intelligent software tools to enhance e-Learning. To our best the precise definition of ontology, it is generally accepted that
knowledge, the work presented in this paper demonstrates the ontology is a formal specification of conceptualization [14].
first application of fuzzy domain ontology extraction method to  Ontology can take the simple form of a taxonomy of concepts
facilitate adaptive e-Leamning. (i.e., light weight ontology), or the more comprehensive rep-
Index Terms—Domain Ontology, Ontology Extraction, Text resentation of comprising a taxonomy, as well as the axioms

Mining, Fuzzy Sets, Concept Map, e-Leaming. and constraints which characterize some prominent features
of the real-world (i.e., heavy weight ontology) [5]. Domain
I. INTRODUCTION ontology is one kind of ontology which is used to represent the

Electronic learning (e-Learning) refers to the application dfnowledge for a particular type of application domain [10]. On
information and communication technologies (e.g., Interndfie other hand, concept maps are used to elicit and represent
multimedia, etc.) to enhance ordinary classroom teaching af@ knowledge structure such as concepts and propositions
learning [2], [51]. With the maturity of the technologies?s perceived by individuals [37]. Concept maps are similar
such as the Internet and the decreasing cost of the hardw@eontology in the sense that both of these tools are used
platforms, more institutions are adopting e-Learning as @ represent concepts and the semantic relationships among
supplement to traditional instructional methods [49], [51]. I6oncepts. However, ontology is a formal knowledge represen-
fact, one of the main ad\/antages of e-Learning technok)gytfgion method to facilitate human and Computer interactions
that it can facilitateadaptive learningsuch that instructors and it can be expressed by using formal semantic markup
can dynamically revise and deliver instructional materialdnguages such as RDF and OWL [9], whereas concept map
in accordance with learners’ current progress. In generil,an informal tool for humans to specify semantic knowledge
adaptive teaching and learning refers to the use of whatSiucture. Figure 1 shows an example of the owl statements
known about learners, a priori or through interactions, to altéescribing one of the fuzzy domain ontologies automatically
how a |earning experience unfolds, with the aim of improvingenerated from our System. It should be noted that we use the
learners’ success and satisfaction [16]. The current state-@l) attribute of the<rdfs:comment>  tag to describe the
the-art of e-Learning technology supports automatic collectishembership of a fuzzy relation (e.g., the super-class/sub-class
of learners’ performance data (e.g., via online quiz) [13]elationship). We only focus on the automatic extraction of
However, few of the existing e-Learning technologies caightweight domain ontology in this paper. More specificially,

the lightweight fuzzy domain ontology is used to generate
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<?xml version="1.0" 7>

- <tdfRDF xmlns:rdf="http://ebiz.is.cityu.eduy.hk/raylau/ong/rdf" xmlns:xsd= deVeIOp elaborately Complex and hlghly integrated structures

~=owlOntelogyrdtabiout=" _ of related concepts [19], [41]. Based on these observations, a
<rdfs:comment rdf.datatype="http://www.w3.org/2001/XMLSchema#string'- . .. . . .
<rdfslabel xml:lang="en" /> context-sensitive text mining method, which combines lexico-
</owl:Ontology> H i : H H

- ~owlClass 18 TD—"business,_management'> syntactic an(_j statistical learning apprqaches, is applied to
<rdfs1:comment rdi:c(iiaftatype:"httpz//www.wa.org/2001MALSchema#strmg": extract prominent concepts from the online messages entered

=0.49301 < 1 . . " .

LB G et into an e-Learning platform [23]. In addition, a subsumption
P e IO MRS based fuzzy domain ontology extraction algorithm is applied
Tdfs:sul ass . .
</owl:Class> to infer the taxonomy structure from the set of prominent

- <owl:Class rdf:ID="knowledge repository"> ; H H

<rdfs:comment rdf.datatype="http://www.w3.0rg/2001/XMLSchema#string"> Concepts' The reSU|t|ng fl..lZZy domain OntOIOgy _IS then used to
‘Hfiefl:%6?428?/r§ffS:comenilm . ) generate the corresponding concept maps which disclose the
< :subClassO: e =Y, "> . . L.

o T L RIS R CO g anng et knowledge structure acquired by an individual or a group of

~=owl Class T D= leatning; organization' learners. Thereby, instructors can quickly and easily observe

<rdfs:comment rdf.datatype="http://www.w3.org/2001/XMLSchema#string"-

<rdfs:subClassOf rdfresource="#knowledge_management" /> ] the progress of their students to conduct adaptive teaching on
< e the fly.

Fig. 1. A Segment of OWL Statements for a Knowledge Management

Ontology C. The Contributions

The main contributions of our research work are two folds;

to find that there are new issues or challenges arising wHé&am the theoretical stand point, we contribute to the devel-
educational practitioners try to bring information technologie@@ment of a novel fuzzy domain ontology extraction method
down to their classrooms [3], [13]. The situation is similawhich alleviates with the knowledge acquisition bottle-neck
to the phenomenon of the rapid growth of the Internet afd manually constructing domain ontologies. Although some
the World Wide Web (Web). The explosive growth of théearning techniques have been proposed for automatic or semi-
Web makes information seekers become increasingly mda¥étomatic extraction of domain ontology before [4], [10], [45],
difficult to find relevant information they really need. Thighese methods are still primitive and further enhancement in
is the so-called problem of information overload [28]. Wittierms of computational efficiency and learning accuracy is
respect to e-learning, the increasing number of educatiofigfuired. Since ontology extraction from text often involves
resources deployed online and the huge number of messagfegertainty (e.g., which messages (objects) are associated with
generated from online interactive learning (e.g., Blogs, emailghich concepts (classes)), an uncertainty representation and
chat rooms) also lead to the excessive information load #fnagement mechanism is required to address such an issue.
both the learners and the instructors. For example, to promdtés believed that the notions of fuzzy set and fuzzy Relation
reflexive and interactive learning, instructors often encouragéovide a sound and rigorous method to represent knowledge
their students to use online discussion boards, blogs, or chéth uncertainty [60]. One of our contributions is the de-
rooms to reflect what they have learnt and to share th&lopment of a formal fuzzy domain ontology model which
knowledge with other fellow students during or after norma$ underpinned by fuzzy sets and fuzzy relations. Moreover,
class time. With the current practice, instructors need Bsed on the concept of subsumption, we have developed a
read through all the messages in order to identify the actiei#zy domain ontology extraction algorithm for the automatic
progress of their students. From the pedagogical point of viegxtraction of domain ontologies from text.

such an analysis process is essential since instructors have forom the practical stand point, our research work opens
understand the cognitive states of their students in orderti® door to the development of intelligent software tools
conduct adaptive teaching and learning. Nevertheless, maffii-enhancing e-Learning technology. In particular, we have
ally browsing and analyzing the huge number of messagegi@monstrated how to apply the context-sensitive text mining
very time-consuming, and it is extremely difficult, if not totallymethod and the fuzzy domain ontology extraction algorithm to
impossible, to conduct the analysis process in the middle ofitomatically generate concept maps to reveal the knowledge

lecture or a tutorial session. structures of students who are engaging in e-Learning. As a
result, instructors can conduct adaptive teaching and learning
B. The Proposed Approach based on the information disclosed on the concept maps.

To alleviate the excessive information overload imposed on )

instructors and to facilitate adaptive teaching, we develop & Outline of the Paper

automated concept map generation tool to assist instructordhe remainder of the paper is organized as follows. Sec-
to analyze and visualize the latent knowledge structures etion Il highlights previous research in the related area and
bedded in the large number of messages posted to onlemnpare these research work with ours. A framework of fuzzy
discussion forums, blogs, or chat rooms. Previous research Hamain ontology based concept map generation is highlighted
indicated that an individual’s problem solving performance iim Section Ill. The cognitive and linguistic foundations of the
knowledge-intensive domains could be predicted by analyzipgoposed context-sensitive text mining method for concept
the structural and/or content properties of the concept map @gtraction are illustrated in Section IV. Then, the compu-
veloped by the individual [37]. Studies on problem-solving an@tional algorithm of the fuzzy domain ontology extraction
reasoning ability also demonstrate that successful learners oagthod is depicted in Section V. Section VI explains how



the fuzzy domain ontology extraction method is applied tBOGA framework is evaluated in a small citation database.
adaptive e-Learning. Section VII describes the evaluati@ur method discussed in this paper differs from the FOGA
of the proposed fuzzy domain ontology based concept mpmework in that a more compact representation of fuzzy
generation mechanism. Finally, we offer concluding remarkimain ontology is developed. Our proposed method is based

and describe future direction of our research work. on the previous work in computational linguistic and with the
computational algorithm developed with respect to the concept
Il. RELATED RESEARCH of fuzzy relations. We believe that the proposed method is

There is a large number of educational intermediaries st@emputationally more efficient and be able to scale up for the
ing meta-data descriptions for various learning resources hoge textual databases which typically consists of millions of
facilitate educational knowledge management [38]. In ordegcords and thousands of terms. Finally, our proposed method
to ensure effective communications between the users dad/alidated in a standard benchmark textual database which
the learning resources, automatic discovery of the taxonomigsonsiderably larger than the citation database used in [53].
of these learning resources is required. A data mining ap-A fuzzy ontology which is an extension of the crisp domain
proach was proposed to discover the relations of the metatology was utilized for news summarization purpose [27].
data describing the various learning resources. Terms from thethis semi-automatic ontology discovery approach, the do-
meta-data description files were parsed and stop words werain ontology about various events covered by some net
removed. Language engineering tools such as WordNet [38ws was manually developed by human domain experts. A
was applied to extract the word roots (lemmatization) and tld@cument pre-processing mechanism extracted the meaningful
Brill tagger algorithm was used for part of speech tagging. Asrms from news corpus with the help of a Chinese news
a result, a set of unique keywords could be extracted. A dat&tionary created by the domain experts. The meaningful
matrix with each column corresponding to a learning resourt&yms were classified according to the events of the news
and each row corresponding to a keyword was developdyy. a term classifier. The main function of the automatic
A graph-based clustering algorithm was then applied to tfiezzy inference mechanism was to generate the membership
data matrix to extract meaningful concepts for the learnirggrees (classification) for each event with respect to the fuzzy
resources and to identify the relations among the conceptencepts defined in the fuzzy ontology. The standard triangular
Our work aims at extracting and visualizing the concepnembership function was used for the classification purpose.
maps based on the online messages created by the leariibes method discussed in this paper is a fully automatic
rather than discovering the ontology of educational resourcészzy domain ontology discovery approach. There is no pre-
We employ a hybrid lexico-syntactic and statistical learningefined fuzzy concepts and taxonomy of concepts, instead our
method rather than a computationally expensive graph-badezzy domain ontology extraction method will automatically
approach for ontology extraction. Moreover, we employ thdiscover the concepts and generate the taxonomy relations.
notion of fuzzy ontology rather than crisp ontology to exin addition, there is no need to set the artificial threshold
plicitty model the uncertainty arising in automated ontologyalues for the triangular membership function, instead our
extraction. membership function can automatically derive the membership

There was also research work exploring the ideas of awalues based on the lexico-syntactic and statistical features of
tomatically extracting ontologies from teaching documentbe terms observed in a textual database.
although the algorithmic details were not illustrated [20]. An ontology mining technique was proposed to extract
Previous work had also employed the Term Frequency Invers&tterns representing users’ information needs [29]. The on-
Document Frequency (TFIDF) heuristic developed from thelogy mining method consists of two parts: the top backbone
field of IR to extract prominent concepts from electroniand the base backbone. The former represents the relations
messages generated in e-Learning [58]. A knowledge dendigtween compound classes of the ontology. The latter indicates
score was developed based on the TFIDF term weightitite linkage between primitive classes and compound classes.
formula to assess the extent of contribution to online knowl-he Dempster-Shafer theory of evidence model was applied
edge sharing by individuals. Our document parsing approaith extract the relations among classes. The strength of the
also employs TFIDF and other linguistic pattern recognitioontology mining method is that it can effectively synthesize
method to extract concepts from text. In addition, we deal withxonomic relations and non-taxonomic relation in a single
the automatic construction of a taxonomy of concepts as walhtology model. In addition, a novel method was proposed to

The FOGA framework for fuzzy ontology extraction hagsapture the evolving patterns in order to refine the initially
been reported [53]. The FOGA framework consists of fuzajiscovered ontology. Finally, a formal model was developed
formal concept analysis, fuzzy conceptual clustering, fuzzg assess the relevance of the discovered ontology with respect
ontology generation, and semantic representation conversitinthe user’s information needs. The ontology mining method
Essentially, the FOGA method extends the formal concepts validated based on the Reuters RCV-1 benchmark col-
analysis approach with the notions of fuzzy sets. The notiolextion. The research work presented in this paper focuses on
of formal context and formal concept have been fuzzifieitizzy domain ontology discovery rather than the discovery of
by introducing the respective membership functions. In adrisp ontology representing users’ information needs. Instead
dition, an approximate reasoning method is developed eb using Dempster-Shafer theory of evidence, our concept
that the automatically generated fuzzy ontology can be iextraction method is underpinned by information theoretic
crementally furnished with the arrival of new instances. Thapproaches such as mutual information.



Sanderson and Croft [45] proposed a document-based spérser will scan each message to analyze the lexico-syntactic
sumption induction method to automatically derive a hierarclelements embedded in the message. For instance, stop words
of terms from a corpus. In particular, the subsumption relatiossch as “a, an, the” are removed from the message since
among terms are developed based on the co-occurrencehefse words appear in any contexts and they cannot provide
terms in the documents of a corpus. For example, temseful information to describe a domain concept. For our
t; is considered more specific than another tegmif the implementation, a stop word file is constructed based on the
appearance of; in a document implies the appearance dadtandard stop word file used in the SMART retrieval sys-
to in the same document but not vice versa. They adoptemn [43]. Different customizations is required for processing
an artificial threshold such a®r(tz|t;) > 0.8 as a fixed different kinds of documents. For example, we need to extend
cut-off to determine the specificity relation betwegnand the SMART stop word file by including stop words such as
to. Even though the idea is interesting, the computationdlome”, “contact”, “web”, “site”, etc. for parsing Web pages.
method may not be robust enough to deal with taxonomy
extraction tasks in general. Our method differs from thei

work in that we are dealing with the more challenging task gﬂ‘ Online

of concept hierarchy extraction rather than term relationshi Discussions
extraction. In addition, our method extends their computationg
method in that the co-occurrence of terms is derived base
on a moving text window rather than the whole document t
reduce the chance of generating noisy subsumption relation
Our method is more robust than their approach because the
is no need of specifying an artificial threshold to establisk

Document Parsing: Concept Extraction: Dimensionality

Stop Word Removal Pattern Filtering Reduction:

POS Tagging |::> Text Windowing |::> Concept Filtering
Entity Tagging MI Computation Term Space Reduction
Stemming

™

concept specificity relation. Fuzzy
An ontology discovery approach is proposed to improve (D;mgy
domain ontologies by mining the hidden semantics fronj Concept
. . L. Maps
text [10]. The learning approach is based on self-organizin \
Concept Map Fuzzy Taxonomy Fuzzy Relation

Creation: Creation:
from the application domain are clustered according to the Orojagy Conversion <jTaX0n°mVGe“?'a‘i°“<: Computing Fuzzy
) . . .. . ap Visualization Taxonomy Pruning Relation Membership

semantic similarity based on statistical context analysis. 4
word is described by words that appear within a fix-sizeg m
context window, semantic relations of words are then extractg
and represented in the self-organizing map. As a result, words
that refer to similar objects are found in neighboring parts @fg. 2. A Framework for Automatic Concept Map Generation
the map. The two dimensional map representation provides
an intuitive interface for browsing through the vocabulary to Lexical patterns are identified by applying Part-of-Speech
discover new concepts or relations between concepts that @©S) tagging to the source documents. We develop our POS
still missing in the ontology. It is argued that such an approat&gger based on the WordNet lexicon and the publicly available
is suitable for finding new concepts and relations to be add&®! (http://wordnet.princeton.edu/ ). For named-
to the associative network. The SOM approach was illustratedtity detection (e.g., people’s names, organizations’ names,
with reference to the tourism domain and a field test basett.), we employ BBN'’s IdentiFinder [1]. However, for the e-
on the largest Austrian tourism Web site was conducted lt@arning application reported in this paper, we do not make
validate the ideas. Our ontology extraction method is based ase of the entity tags for concept extraction. We simply treat
context-sensitive text mining and fuzzy relation constructioeach named-entity as a noun for subsequent linguistic pattern
rather than using SOM. mining. After the tagging process, each token is stemmed
according to the Porter stemming algorithm [40]. During
the concept extraction stage (Section V-A), certain linguistic
patterns are ignored to reduce the generation of noisy concepts.
For example, ontology engineers or instructors in the case of e-

It has been pointed out that the main challenge of automatiearning application, will specify the mining focus on certain
ontology extraction from textual databases is the removal liriguistic patterns such as “Noun Noun”, “Adjective Noun”,
noisy concepts and relations[30], [31]. Based on this premis¥erb Noun”, etc. The text mining program will then focusing
our domain ontology extraction methodology in general arwh finding the term association information and collecting
the concept map generation process in particular are desigtieal statistical data for those patterns only. Not only does it
to effectively filter the non-relevant concepts and conceptduce the generation of noisy concepts but also improve the
relations from the concept space. Figure 2 depicts the proposethputational efficiency of our ontology extraction process.
methodology of automatically generating concept maps frofn text windowing process will be conducted by scanning
a collection of online messages posted to blogs, emails, chdfacent tokens within a pre-defined window size of 5 to 10
rooms, Web pages, etc. The collection of messages is treatedvasds from left to right over all the documents. At the end
a textual corpus. At the document parsing stage, our documehtthe windowing process, an information theoretic measure

map (SOM). The words occurring in free-form text document % “ Creation:

Ill. A FRAMEWORK FORAUTOMATIC CONCEPTMAP
GENERATION

4



is applied to compute the co-occurrence statistics between
the targeting linguistic patterns and other tokens appearin] A i
in the same text window across the corpus. Thereby, conte ‘
vectors can be created to describe the semantic of the extrac
concepts.

In addition, to filter out non-relevant domain concepts
the occurrence of a concept across different domains (e.¢
corpora) will be assessed (Section V-B). The basic intuitiot
is that a concept frequently appears in a specific domai
(corpus) rather than many different domains is more likely
to be a relevant domain concept. Those concepts with relf .
vance scores below a certain threshold will not be used fg
taxonomy generation. To produce accurate concept represe
tations, a dimensionality reduction method is applied to th
filtered concept space to minimize the terms (features) use
to characterize the concepts based on the principle of minim
information loss (Section V-C). After concept space reduction Sub-Class —> Super-Class (i.e., Is-a relationship)
the subsumption relationships among the domain concepts ¢
computed according to our fuzzy relation membership function
(Section V-D). A taxonomy of fuzzy domain concepts is thefig. 3. A Formal Model of Fuzzy Domain Ontology
constructed according to our fuzzy domain ontology extraction
algorithm (Section V-E). Finally, our visualization mechanism
converts the fuzzy domain ontology to concept maps adtbc(cs,c,) and two examples e.gRcc(ca,c1) = 0.5 and
displays them on our Web-based e-Learning platform. Roc(cs,c1) = 0.4 are shown in Figure 3. Th&x¢ relation

Before illustrating the computational details of our fuzzglescribes the membership of an object for a particular class
domain ontology extraction method in the remaining sectiorgoncept). For instance, objeat; is considered belonging
we should give a precise definition of what we mean ligl the classcy with a membership value 06.3. For the
weight fuzzy domain ontology In particular, our propose@-Learning application, the ontology can represent which
model of fuzzy domain ontology is underpinned by fuzzgnline message (i.e., an object) created by a learner is
sets and fuzzy relations [60]. associated with certain concepts to facilitate the analysis

of students’ understanding. To improve the readability of

Definition 1 (Fuzzy Set)A fuzzy setF consists of a set Figure 3, the partial associations between concepts and
of objects drawn from a domaixX and the membership of attributes (i.e.R4c) are not depicted. For a concept such
each objectz; in F is defined by a membership functionas “commercial bank”, we may find a property term (i.e.,
pr X — [0,1]. If Y is a crisp setyp(Y) denotes a fuzzy attribute) “customer” describing the concept. However, the
set generated from the traditional set of itelis term “customer” may also be used to describe other concepts

such as “book shop” to a certain degree. Our light weight

Definition 2 (Fuzzy Relation)A fuzzy relation Ryy is fuzzy domain ontology model is able to represent the partial
defined as the fuzzy seR on a domainX x Y where association between concepts and the underlying property
X and Y are two crisp sets. The membership of eaderms. Based on the idea of formal concept analysis 8],
object (z;,v;) in R is defined by a membership functionis the extentof the concepts’, and A is the intent which
pr: X xY —[0,1]. defines the properties of'. According to the concept of

subsumption, the sub-concept/super-concept relatinc{

Definition 3 (Fuzzy Ontology)A fuzzy ontology is a 6- can be defined by:
tuple Ont = (X, A,C,Rxc,RacRcc), where X is a set
of objects, A is the set of attributes describing the objects, Definition 4 (Fuzzy SubsumptionyVith respect to an
and C is a set of concepts (classes). The fuzzy reldtign. : arbitrary a-cut level, a conceptc, € C is the sub-

X x C + [0,1] assigns a membership to the pair,(c;) for concept of another super-concepf < C if and only if

all z; € X, ¢; € C, the fuzzy relationRac : A x C+— [0,1] Va; € {2z € Alpr,.(2,¢y) > a}, pruc(aice) > o
define the mapping from the set of attributésto the set of Alternatively, from an extensional perspective, a concept
conceptsC, and the fuzzy relatiolRce : C x C — [0,1] ¢ € C is the sub-concept of another super-concept
define the strength of the sub-class/super-class relationshipse C if and only if Vz; € {z € X|ur o(2,¢5) > al,
among the set of concepfs. URxe (i, cy) > o with respect to an arbitrarg-cut level.

Figure 3 illustrates our formal model of light weight fuzzy
domain ontology with reference to the above definitions. Definition 4 can be explained as follows: if the membership
In this example, X = {z1,...,27},A = {a1,...,a6}, and of every attributea; € A for the concept, € C is greater
C = {c,...,c5} are assumed. The fuzzy relations amonthan or equal to a certain threshotd the membership of
concepts (i.e., sub-class/super-class relationships) is dendtexlcorresponding attribute; for the concept, € C is also




greater than or equal ta, then the concept, is the sub- of words (property terms) and their numerical weights. The
concept ofc,. As can be seen, the crisp subsumption relatiomeight of a word indicates the extent to which the particular
is only a special case of the generalized fuzzy subsumptisord is associatedwith the underlying concept. Figure 4
relation in that the threshold value= 1 is established for the shows that the concept “commercial banks” is represented
special case. In other words, if it is true that every attributey the property terms such as involuntary, weakens, poli-
a; € A characterizing the concept, implies that it also cymaker, publiclyowned, megabank, etc. Indeed, this is an
characterizes the concept, the concept,. is the sub-concept interesting example generated from the Reuters-21578 corpus

of ¢,. (http://www.daviddlewis.com/resources/testcollections/). The
context vector of “commercial banks” is shown as follows:
IV. THE LINGUISTIC FOUNDATIONS Concept: commercial banks

From a human cognitive perspective, humans acquire thONtext Vector: ,
meaning of a new concept by associating the contexts iﬁ(m“?l“mar%o"lz)’(weaken&o"m)’(p"lwymaker’o"ﬂ)’
which the concept appears. Our concept extraction methd@ubliclyowned, 0.41), (megabank, 0.41))
is developed based on such an intuition. In particular, ourA context vector can be seen as a point in a multi-
context-sensitive text mining approach is based ondise dimensional geometric information space with each dimen-
tributional hypothesiswhich assumes that terms (conceptsjion representing a property term. It should be noted that
are similar according to the extent that they share simildte meanings (senses) of “comercial banks” is “a financial
linguistic contexts [15]. In particular, we borrow the notiorinstitution that accepts deposits and makes loans and provides
of collocational expressiongrom computational linguistic other services for the public” as defined in WordNet [33],
to extract the semantics of certain lexical elements (e.gvhich is quite different from that discovered by our context-
concepts) from text corpora. In computational linguistic, sensitive text mining method [24]. Static lexicons such as
term refers to one or more tokens (words), and a term cotdbrdNet can only capture the lexical knowledge of a concept,
also been seen as a concept if it carries recognizable mearbngfails to represent context-sensitive information relevant for
with respect to a context (domain) [17], [35]. Collocationah specific domain. In this example, the Reuters-21578 corpus
expressions are groups of words related in meaning, and thescribes the domain of the U.S. financial market in 1987. A
constituent words of an expression are frequently found inliaguistic concept such as “commercial banks” can be taken
near loci of a few adjacent words in a textual unit [47], [50]Jas a class (set) with respect to the fuzzy sets framework. A
Collocational expressions provide the contexts to extract theoperty term such as “publiclyowned” can then be treated as
semantics of concepts embedded in natural language texts smehattribute describing the concept to a certain degree (i.e.,
as net news, blogs, emails, or Web documents. LR 4o (publiclyowned, commercialbanks) = 0.41) .

V. AUTOMATIC Fuzzy DOMAIN ONTOLOGY EXTRACTION
A. Concept Extraction

Our text mining method is specifically designed to filter
noisy concepts. After standard document pre-processing such
as stop word removal, POS tagging, and word stemming [44],
a windowing processs conducted over the collection of doc-
uments. The windowing process can help reduce the number
of noisy terms. For each document (e.g., Net news, Web page,
emalil, etc.), avirtual window of § words is moved from left
to right one word at a time until the end of a textual unit (e.g.,
a sentence) is reached. Within each window, the statistical
information among tokens is collected to develop collocational
expressions. Such a windowing process has successfully been
applied to text mining before [24]. The windowing process is
repeated for each document until the entire collection has been
processed. According to previous studies, a text window of 5
to 10 terms is effective [17], [39], and so we adopt this range
as the basis to perform our windowing process. To improve
computational efficiency and filter noisy concepts, only the
Fig. 4. Domain Specific Semantics of the Concept “Commercial Banks” specific linguistic patterns (e.g., Noun Noun, Adjective Noun,

etc.) defined by the user will be analyzed. After parsing the
whole corpus, the statistical data (e.g., mutual information)

In the field of information retrieval (IR), the notion ofabout the potential concepts is collected by our statistical
context vectorg[17], [46] has been proposed to construdibken analyzer. If the association weight between a concept
computer-based representations of concepts (i.e., linguistivd a term is below a pre-defined threshold valui will be
class). In this approach, a concept is represented by a vedatiscarded from the context vector of the concept.




For statistical token analysis, several information theoretic

methods are employed. Mutual Information has been applied pe, ()~ {)acc(civtj) 3)
to collocational analysis [39], [52] in previous research. Mu- = #@Z;
tual Information is an information theoretic method to compute
the dependency between two entities and is defined by [48]: pei(ty) = };f((flltg) 4)
= Pty
MI(t:,1,) = logy orislal ® pelty) ~ KL(ellt))
Pr(t;)Pr(t;) _ N Pr(cilt;) (5)
- ZCiEC PT’(C,|tj) 10g2 Pr(c;)
where MI(t;,t;) is the mutual information between tertn
and termt;. Pr(¢;,t;) is the joint probability that both terms be,(t;) ~ ECH(tj,¢c;)
appear in a text window, anffr(¢;) is the probability that a = Pr(t;) Y, co Pricilt;) log, P;(Tc(ﬂ_t;) (6)
term ¢; appears in a text window. The probabilifyr(¢;) is ' ’
estimated based oh‘éﬁ%‘ where|w,| is the number of windows (t;) ~NGD(cit
containing the ternt and|w| is the total number of windows et max{loggz\lﬂciHng lwe |} —logs [we, ¢ | (7
constructed from a corpus. Similarlgy(¢;,¢;) is the fraction T log, [w+1[—min{log, [we,[,log, [we, [}
of the number of windows containing both terms out of the
total number of windows. B. Concept Filtering

We developBalanced Mutual Informatio(BMI) to com- T further filter the noisy concepts, we adopt the TFIDF [44]
pute the degree of association among tokens. This methgg heuristic to perform the filtering process. Similar approach
considers both term presence and term absence as the evidgagealso been used in ontology learning [36]. For example,

of the implicit term relationships. if a concept is significant for a particular domain, it will
appear more frequently in that domain when compared with its
fe,(t;)  ~ BMI(t;,t;) appearance in other domains. The following measure is used
Pr(tit;)+1 to compute the relevance score of a concept:
= B x [Pr(ti, ;) logy (5 1Pr0;y )+
Pr(—ti,—t;)+1 D i, D
Pr(=ti, =t;) loga(prigyprioiy ) — Rel(ei, Dy) = 5 Og(c ( j)D ) ®)
Pr(t;,—t;)+1 _,1 Dom(c;,
(1= B) x [Pr(ti, ~t;) logy (pomsstalt Ly 4 _ k=1 ’
Pr(~ti,t)) 10g2(§r7«(:tf)’gr);;l) )] whereRel(c;, D;) is the relevance score of a concepin the

) domainD;. The termDom(c;, D;) is the domain frequency
where f,(t;) is the membership function to estimate the' the concept; (I.e., number of documents containing the
: concept divided by the total number of documents in the

degree of a termé; € A belonging to a concept; < :
C. 1o (t;) is the Jcomputational mechanism for the relaSPrPUs)- The higher the value &l(c;, D;), the more relevant

tion Ruc defined in the fuzzy domain ontolog@nt = 1€ conce[;_t 'St for t(:]omi]lodd)é.f Based ?n Iemzmcal_ te:(;)tmlg,
(X,A,C,Rxc,RacRcc). The membership function,, (¢;) we can es |tma ﬁha lres or a par |cut arthome:;]n. thnyh Id
is indeed approximated by the BMI score. The weight fact(Bl?.e concepts with relevance scores greater than the thresno

3> 0.5 is used to control the relative importance of two kindgvlll be selected. For each selected concept, its context vector
of evidence (positive and negative) will be expanded based on the synonymy relation defined

Other measures that are used to estimate the membersﬁ%\é\k_’rd’\.l.et [3.3]' This is in fact &moothlngprpcedure [8]'
intuition is that some terms characterizing a particular

values oft; € ¢; include Jaccard (JA), conditional proba- oncent may not co-occur with the concent in a corpus. To
bility (CP), Kullback-Leibler divergence (KL), and EXpeaedr:nake IC;>ur oztolo extraction method morrc)e robust V\?e ﬁeed
Cross Entropy (ECH) [21], and Normalized Google Distan(‘te 9y !

(NGD) [7]. For Eq.(7), the termlw,,| means the number 0 consider these missing properties. For instance, the context
! s d-(7), the. ¢ vector “commercial banks” of our example will be expanded
virtual text windows containing the concept and the term

. i .. with the term “deposits” based on the synonymy relation of

|we, +| refers to the number of virtual text windows contammgN . . .

05ty . .. WWordNet, and a default membership will be assigned to such
both ¢; and ¢;. After computing term-concept association

. . . a term.
weights using any one of the methods mentioned above,
the association weights are subject to linear scaling using o )
UNorm = —tmin__As a result, all the term-concept assoC- Dimensionality Reduction
ciation weights fall into the unit interval.,cc ¢, ex pie; (t;) € In order to reduce the terms dimensionality, unsupervised
[0,1]. As NGD is a distance measure, we would use the duabpping techniques to lower dimension, for examen-
function to generate the membership values (g:g.(t;) = cipal Component Analysi$PCA) [18] and Singular Value
1 — NGDnorm(ci, (t5)). A ¢-cut is applied to discard termsDecomposition(SVD) [12] [11] can be applied to the
from the potential concept if their memberships are below tierm-Concept Association MatriR, which is formed by the
threshold¢. It should be noted that the constituent terms afiembership valueg,, (t;) for all term¢; € A belonging to
a concept are always implicitly associated with the concepbme concepts; € C after the previous empircal process of

itself with the maximal membership. noisy and irrelevant concepts reduction. To alleviate the burden



in computing the covariance matrix in PCA, we decomposgnse as it consists of tidargest singular triplets dR. [57].
the Term-Concept matriR using SVD.R can be expressedAs a result, a new set of membership vajue(¢;) will then
as any rectangulamn x n matrix. The general complexity of represent the degree of a temnin the reduced term space
computing SVD is inO(min(mn?,nm?). As the number of with only k-dimensions, for the concepis € {ci,...,c.}.
concepts has been reduced to k (where< n) by the concept

filtering process, the actual computational complexity of oy Fyzzy Relation Extraction

SVD process is reduced t0(min(mk?, km?). In addition,
by controlling the filtering parameter, our SVD can scale
up for a large collection of messages. Eleméjti) in R
represents the membership valug(¢;), i.e.

The final stage towards our ontology extraction method is
fuzzy taxonomy generation based on the subsumption relations
among the extracted concepts. L®pec(cs, c,) denotes that
conceptic, is a specialization (sub-class) of another conegpt
The degree of such a specialization relation can be estimated

ey (t1)  preo(t1) oo e (t1) oo pe, (B1) from:
ey (t2) ey (t2)  ooo pre(t2) oo pic, (t2)
: : .. : .. : HRee (Cmv Cy) ~ Spec(cx, Cy)
R : : . : : :  Yieenne, Heo (D®he, (1) (14)
frey (t5)  pea (i) oo pe(t5) oo pe, () T T S iices Hea ()
: : - : . : where® is a fuzzy conjunction operator which is equivalent
fre, (b)) tey(tm) oo e, (tm) oo e, (tm) to the min function. The above formula states that the degree

(9) of subsumption (specificity) ot, to ¢, is based on the
Each row R; in the association matriR is a vector ratio of the sum of the minimal membership values of the
corresponding to the membership degree of a téfnbe- common terms belonging to both concepts to the sum of the
longing to each concept; of the reduced concept spaég membership values of terms in the concept For instance,
Ve, € Cliz=1,...n- if every attribute ofc, is also an attribute of,, a strong
specificity relation exists and the value $fec(c,, ¢, is high.
T The domain of theSpec(c,, ¢,)) falls in the unit interval0, 1]
Ry = (ter () pes(ty) oo pe(ty) o e, () ) and the subsumption relation is asymmetric. Eq.(14) has been

o ) ) (10_) applied to our earlier studies of fuzzy ontology extraction [23],
Similarly, each columrR; in R is a vector corresponding [26], [25].

to a concept; giving various degrees of each tety Vt; € One problem of the standard fuzzy conjunction operation is

Alj=1,...om- that the specificity value is highly influenced by the weakest
terms (attributes) of the concepts. Therefore, we explore
R, = ( fe(t1) pe () oo pe(t) e e, (tm) another alternative of estimating the degree of subsumption

between two concepts based on the method successfully
By SVD, R can be decomposed into the product of thre@PPlied to image analysis [55]. In particular, any two concepts
other matrices: ¢, and ¢, could be said to be similar if their structural
R = USVT (12) similarity is high and the corresponding structural similarity
value SSIM/c,, c,) approaches 1 [55]. On the other hand,
whereS is al x | diagonal matrix such tha&8 = [§; ;], where two concepts are dissimilar if their structural similarity value
Vi—j 0i; # 0 andV,»; d;; = 0, U and 'V have orthogonal SSIM /(c,,c,) is low (e.g., close to zero). TR&SIM (c,,c,)
and unitary columns such th&fTU =1, VTV =1, Iis the function is expressed as:
identity matrix.

R can be expressed as: SSIM(ca,cy) = U(cascy) - clcns cy) - 5(cas ) (15)

61 e 0 [Vl] l( ) _ 2Mcm]\/fcy + Ql (16)
R=([w] ... [w)-| : . || : R VE R VRO
0 ce 51 [Vl] ‘
(13) (enrcy) = ZesTes T2 (17)
U = ()10 and V = ([vi)izs,.. are the lef Ter 05, + Q2
and right singular vectors, respectively, corresponding to the o Oy
monotonically decreasing singular valugg € (i, j),i = j of 8(caycy) = 2 (18)
the diagonal matriXS and! = min(m, n). The full-rank orl- Oer0c, + (s

rankR could then be approximated to a rahkapproximation where ¢;,c, € C. For our application, thd(c,,c,) func-
using Latent Semantics Structure [12] in which the largebn is used to measure the similarity of two concepts in
k singular values ofR associated with the first columns terms ofsemantic coherencevhereas the(c,, ¢,) function
of the U and V matrices are used for reconstruction, i.es used to estimate the similarity between two concepts in
Ry = UkSkaT where k << [. Therefore, theR;, is the terms of semantic varianceFinally, the s(c.,c,) function
closest rank: approximation in term of least square errors applied to measure the similarity of two concepts based



on their component structures. Slightly different from [55]elations in the ontology. The fuzzy domain ontology mining
our similarity metric is applied to the concept vectetrs= algorithm is summarized and shown in Figure 5. According

(e, (t1), - - -, e, (tm)). The mean and standard deviation ofo this algorithm, more than one connected graph could be
each concept vector, and the covariance between two conaggrterated from a corpus. Each graph will be used as the
vectors are defined by: basis to generate a concept map. The general computational
. complexity of our algorithm is characterized Wy(k%*m +
1 km?), where k is the reduced dimensionality of the term
M, = — e (t; 19 ’ . o
' m(;M (1)) (19) space, andm is the reduce cardinality of the s&i. By

controlling the concept filtering threshold, we can turn
L& a\\1/2 m into a small number. Moreover, we can make a trade-off
Tei = (m 1 (Z(“Ci (tj) = Me.)7)) (20) between computational time and accuracy by turkmduring
=1 dimensionality reduction. As a result, our algorithm can scale
m up even for a large number of messages. We have conducted
1 field test to demonstrate that our system can run efficient!
Ocpcy — Co t; _Mc c, t; _Mc, 21 ane Y y
s = Grmg (et =Mor) ey ()= M)) @1 £
The terms@; = 0.0255, Q> = 0..2295 qnd Q3 = 0.1148 Algorithm FuzzyOntoExt(D, PA, Onj
before [55]. We adopt); = [0,5 x 0.0255],Q2 = [0,5 x Output: a light weight fuzzy domain ontolog@nt
0.2295],Q3 = [0,5 x 0.1148] in our experiments. When| Main Procedure:
we apply the structural similarity measure to estimate the 1) Ont = {}
degree of subsumption between two concepts, we follow the 2) For each documeni € D Do
same intuition illustrated in Definition 4. For instance, if most a) Construct text windows € d

attributest; belonging to the concept, are also belonging Eg seerrpo?éf ;tgg ‘;\ggﬁg ;gc;n;;gh terme w

to the concept,, the concept, is a sub-concept of, to a d) Apply Porter stemming to each term

high degree. To formulate oufpec(c,, ¢,) function based on e) Filter specific linguistic patterns

the structural similarity, we first compute the common concept f) Accumulate the frequency fof; € w and the
cg = czNcy,. Then, we examine if this common sub-concept [s joint frequency for any pait;, t; € w

9) IF lower < Feq(t;) < upper, A= AUt;
3) For each terni; € A Do
a) compute its context vectaet using BMI, Ml,

more subsumed by which concept to determine the direction
of the specialization relation. Thereby, the degree of specificity

from ¢, to ¢, is approximated by: JA CP. KL ECH. or NGD
b) C=CuUg
KRoeo(Caycy) = Spec(cs, cy) 4) For eache; € C Do /* Concept Pruning «-cut */
0 if SSIM(cy,cy) > SSIM (cy,c,) a) IF3t; € ci:pe;(ti) <C
= SSIM(ca,cg)—=SSIM(cyc9) Giharwise b) THENC =C —¢;
SSIM (cx,cq) 5) Ve; € C : ComputeRel(c;, D;)
(22) 6) IF Rel(ci, D;) < w I* Concept Filtering */

The above formula states that the degree of subsumptjon 7) THENC = C — ¢;

(specificity) of ¢, to ¢, is based on the ratio of the differ-| ~ 8) Perform Dimensionality Reduction SVD

ence between the structural similarity 8657M (c,,c,) and 9) For each pair of concepts, ¢; € C' Do _
SSIM(cy, c,) to the normalization facto§.STM (c,,c,). ON a) Compute the taxonomy relatiafc;, c;) using
the other hand, if more common structural elements are found Spec(ei, ¢;)

_ _ : b) IF uree(ci,c5) > A Roc = RecUr(ci, ¢j)
in ¢, rather tharr, (i.e., ¢, is a sub-concept af,), the degree 10) For eacrr(ifcj) G]R Do /* Taxonomy Pruning; |
of the specificity relation fronz, to ¢, is zero. ) IF prpe (ci,¢5) < finoe (¢, ¢i)

cCc\=t =] cc\%7y =
b) THEN Rcc = Rec — 7(ci, ¢5)

E. Fuzzy Taxonomy Extraction ©) IF3P(ei = a0y = 5)

¢ y =rast d) AND prcc(enes) < min({noe(ei,ce),
_ When t.he taxonomy is built, we only select the subsump- UReo (CoyCy)se s BReo (Cysci)})
tion relations such thatSpec(c,c,) > Spec(cy,c,) and e) THEN Rcc = Rec — (i, ¢))

Spec(cy,cy) > X where ) is a threshold to distinguish sig-| 11) OutputOnt

nificant subsumption relations. The parameteis estimated rjy 5 the Fuzzy Domain Ontology Extraction Algorithm
based on empirical tests. I§pec(cy,c,) = Spec(cy,cs)

and Spec(cz,cy) > A is established, thequivalentrelation
betweenc, andc, will be extracted. In addition, a pruning
step is introduced such that the redundant taxonomy relations
are removed. If the membership of a relation. o (c1, c2) < In an e-Learning environment, learners are often encouraged
min({ucxc(c1,¢), ..., poxe(ci,c2)}), whereey,¢;,...,co  to reflect what they have learned by writing online journals
form a pathP from c; to c;, the relationRci, cz) is removed or sharing their ideas via an online discussion board. Fig-
because it can be derived from other stronger taxonomye 6 shows a sample of message entered by a student via

VI. APPLICATION TO EELEARNING



the Blackboard e-learning environment. Usually, instructor or [Fs
other fellow students may reply and produce multiple threads
of messages like the one shown in Figure 7. If an instructor
wants to know the current learning status of their students,
she need to browse through all the threads of messages t
analyze the contents slowly. Given the fact that humans’
cognitive power is quite limited, such a mental analysis process \
is very time consuming, and it is very unlikely that the

instructor can do it on the fly (i.e., when a lecture or tutorial

is in progress). To alleviate such a problem and to facilitate
adaptive teaching and learning, we can apply the fuzzy domain
ontology discovery algorithm to automatically extract and

visualize the concept maps representing an individual or a
group of learners’ knowledge structure. Based on the concepta®
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maps, the instructor can exami_ne whether the existing conceptSs. The Concept Map Generation Tool on an e-Learning Platform
have been thoroughly internalized by her students or not, and
then she can decide which topics should be covered next.
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[ Ontology Saving and Concept Map Display

Concept Map
Click here.

ave Ontolagy file
Click the right mouse button and select Save As

| & Povered by Blackboard ® Tnteenet

Fig. 9. The Display Concept Map Panel

and Concept Map Display” function as depicted in Figure 9.
By clicking the hyper-link under the title Concept Map, a
concept map will be displayed as shown in Figure 10. The
corresponding owl statements generated by our system was
shown in Figure 1. The user can also click the “Save Ontology
File” hyper-link to save the owl file to a local disk. Figure 10
depicts the concept map about knowledge management, and
the other concepts such as knowledge discovery, knowledge
capture, intellectual capital, business management, etc. are
the sub-concepts. For readability reason, stemming is not
performed for our demonstration examples. As the size of each
node on the concept map is fixed, some of the characters of
the concept labels are truncated. When the user moves the
mouse pointer over the node, all the words of the concept can
be displayed. The number attached to a link connecting each
pair of concepts shows the strength of the corresponding sub-
concept/super-concept relationship. When a node at the second

Figure 8 shows the enhanced Blackboard interface whitdvel is clicked, all the sub-concepts below the current node
provides access to the concept map tool installed on our @&l be shown. For instance, when the instructor clicks the
velopment sever. The instructor can click the “Launch Concefiinowledge capture” node (i.e., the node with the number “3”

Map Viewer”

10

hyper-link to activate the “Ontology Savingon the top right hand corner), the sub-concepts under this node
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number of levels below the current node Word from database Creation DateCreation TimeComment
. km boyles (1) 2008-01-17  20:06:26 Tree split using method 1Delete
kw cbr (2) 2008-01-10 18:42:01 Tree split usiog wethud 1Delete
km_chore (3) 2008-01-10  13:39:47 Tree split using method 2Delete
n Jom_cm(4) 2008-01-10  17:29:29 Tree split using method 1Delete
I OF RO e R R ORER (0D @ km_dowmsiz(5) 2008-01-10  18:00:24 Tree split using method 1Delete
QFR - ©  [¥ & & OnF JokEmk & -~ & S B @ 3 km facilitator(6) 2008-01-11  20:32:40 Tree split using method 1Delete
= = = = = km_groupware (7) 2008-01-17  20:06:00 Tree split using method 1Delete
Ak (D) @ hetp://144. 214. 55. 127:8080/ong/tiger /TG_ShowE xport fsearch=knowl edge_ ¥ #F| Links @ - km_ka(8) 2008-01-10  13:45:18 Tree split using method 2Delete
Zoom| 4 T - = Iom_lem(9) 2008-01-17  19:16:36 Tree oplit ucing method 1Delete
Jm_metric(10) 2008-01-10  15:46:55 Tree split using method 1Delete
km_surfacing(11) 2008-01-11 14:13:57 Tree split using method 1Delete
m km surfacing(12)  2008-01-17  18:44:44 Tree split using method 1Delete
km topolosies(13) 2008-01-17  18:42:58 Tree split using method 1Delete
knowl edg (14) 2007-07-09  19:38:20 Tree split using method 2Delete
knowledsz inform(15) 2008-01-11  00:46:15 Tree split using method 1Delete
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Fig. 13. A Concept Map Extracted From the Google Web Pages
e —.—— — Our prototype system is developed using Java
Fig. 11. The Display of Sub-concept “Knowledge Capture” (J2SE v 1.4.2), Java Server Pages (JSP) 2.1, and

Servlet 2.5. For the implementation of singular value

decomposition for our term space reduction, we

_ . employ the publicly available java toolkit called GAP

As a fuzzy domain ontology may contain hundredghttp:/gap.stat.sinica.edu.tw/Software/GAP/ ).
of nodes, it may be difficult to display all the conceptfor the visualizaton of the concept maps,

in one single concept map. We adopt a linearizatiolje  develop  our  visualizaton  module  based

procedure [59] to generate the concepts map for each magif the java-based shareware TouchGraph
concept when the number of nodes in an ontology exceg@éstp://sourceforge.net/projects/touchgraph ).

100. Figure 12 demonstrates the linear display of a fuzayur prototype system is operated under Apache Tomcat 6.0.
domain ontology which is constructed by scanning the

full text of the first 1,000 Web pages about “knowledge
management” retneved by using the Google Search API
(http://code.google.com/apis/soapsearch/ ). A Evaluation Metrics

After the wuser clicks the node “kropology”, the We try to evaluate the automatically generated concept
corresponding concept map will be displayed as in shown imaps by comparing them with the maps developed by human
Figure 13. It is obvious that the concept map as shown é@xperts. Our first evaluation metric is developed based on the
Figure 13 is more noisy than the concept map generated fr@eneralized Distance Ratio (GDR) method [32]. The GDR
the more focused online class discussion shown in Figure Measure is the generalization of Langfield-Smith and Wirth's
One of the main reasons is that there are many commergaiatric [22], and it has been widely used to quantitatively
spam embedded in the Web pages retrieved from Google. evaluate concept maps in the fields of education, operational

VIl. SYSTEM EVALUATION
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research and strategic management [32]. The GDR measure
aims at comparing concept maps by using all the available
information encoded in the maps. Specifically, the GDR mea-
sure considers three types of difference: (1) existence or non-
existence of elements (nodes); (2) existence and non-existence
of beliefs (arcs); (3) identical beliefs (arcs) held with differing
strengths (i.e., the membership of our fuzzy relatidac).

Originally, the GDR measure has five parameters such
as «a,f3,7v,¢, and 6 to deal with different kinds of map
comparisons [32]. To adopt the GDR to meet our specific
map comparison requirements, we employ the following
parameter values:

e a = 1, represents no account for the values for nodes
directly influencing themselves (self-influence);

e B = & = 1 represent the weights of arcs in the unit
interval [0, 1];

« v =1, represents the normal way to interpret the matrix
cells for which two maps cannot have an identical if the
corresponding pair of nodes are not the same;

« 0 = 0, represents no special treatment to polarity change.

As aresult, our adapted Generalized Distance Ratio measure

(DR) becomes:

P P
> Zl dif f(i,5)

_ i=1j=
DR(A,B) = 5ap s 0 10 70 ot pun Thug)
(23)
0 ifi=j
. Lo if(aij;é()\/bij;é())/\
diff(i,j) = (i¢ P.Vj¢P)
|aij — bU' otherwise
(24)
where:

« A and B are two extended adjacency matrices of gize
e a;j (or b;;) is the value of theth row andjth column of
(A or B),

o P_is the set of nodes common to both maps,

e p. = |P.| is the cardinality of the seFP,,

e pua IS the number of nodes unique to mdp

e pup IS the number of nodes unique to map

« N4 and Ny are the sets of nodes in the magsand B

respectively. 1)

It yields the distance ratioDR, of any two maps in the 2)
scale of [0, 1]. With reference to the example depicted in 3)
Figure 14, Table | and Table Il depict the corresponding 4)
adjacency matrices. It should be noted that the measure D
can be applied to evaluate any pair of maps even if the numbef)
of nodes of these maps are not the same. The procedure of)
calculating the DR score Eq.(23) between map A and map B
is illustrated as follows:

Step 1: Compute the number of unique noggs andp, s
for Map A and MapB respectively;

Step 2: Identify the set of common nod&s and count its

Concept Map A

Concept Map B

Notes: 1= Knowledge Management; 2 = Knowledge Capture; 3 =
Knowledge Retrieval; 4 = Knowledge Repository; 5 = Knowledge
Discovery; 6 = Externalization Process

Fig. 14. An Example of Concept Map Comparison

Nodes

o 01| & | M|
o|o|o|o|o|o| -
ol
EEEEEIN
o|lo|o|o| 2| o] w)
o|o|o|o|o|o| &~
o| o| o] o] of k|t
o|o|o|o| k| o| o

TABLE |
THE ADJACENCY MATRIX OF MAP A

Nodes| 1 | 2 3 4 5 6
1 ojlofJo5] 0 |o08] O
2 ojo0] O 0 0 0
3 0Ojl0] O [O05] 1 [o08
4 ojo] O 0 0 0
5 ojo0] O 0 0 0
6 ojo] O 0 0 0

TABLE I

THE ADJACENCY MATRIX OF MAP B

Step 4: Represent Mag and Map B using the extended
adjacency matrices. The weight of an arc is between 0 and 1.
Step 5: Calculate th& R score using Eq.(23). With refer-
ence to our example, the following values are instantiated:

p=F6;

Pe={1,3,5,6},p. = |P| = 4;
PuA = {2}apuA = |PuA| =1
PuB :4,PuB = ‘PuB| = 1,

) Na=1{1,2,3,5,6};

NB = {1a3747576}1

P2 +2pc(pua +puB) + P25 + P20 — e+ P24 +P25)
=16+16+1+1-6=28:

8) 0 >0 [ diff(i,j)=(0+1+05+0+02+0)+

(0O+0+1+0+0+1)+(0+0+0+1+1+0.8)+
(0+0+0+0+0+0)+(0+0+0+0+0+0)+(0
+0+0+0+0+0+0)=65

cardinality p.; 9) DR =6.5/28 = 0.232
Step 3: Determine the size of the adjacency matriges+
DPuB + De; Notes:
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i=1, 5=5, dif f(i,J) = |a1s — bis| = |1 — 0.8 = 0.2; B. Benchmark Tests

i=1, j=4, dif f(i,j) = lara —b1s| = O, becausens =0 and  For the initial experiments, we used a benchmark corpus
bi4 = 0 even node 4 is absent in Mafy developed in the Text REtrieval Conference (TREC) [42] to
=1, j=2, dif f(i,j) =1, becauser;> # 0 and node 2 is eyaluate our system. In TREC, many TREC Topics were
absent in MapB; developed to represent distinct information topics (domains).
i=1, j=1, dif f (i, j) =O. Corresponding to the TREC topics are several collections
Step 6: The similarity between the Mapand the MapB is  of documents used to test the effectiveness of IR systems.
the dural of theD R score; therefor&im(A, B) = 1-DR = The TREC-AP, which comprises the Associated Press (AP)
0.768. newswires covering the period from 1988 to 1990, is one
We also employ standard measures such as recall, precisigmthe benchmark corpora used. In our experiments, we
and the F-measure developed in the field of IR [44] to evaluaieed a TREC topic description and at most five relevant
the concept maps. In particular, we develop ontology recalREC-AP documents associated with the particular topic to
Ont_Recall, ontology precisiorOnt_precision, and ontology simulate the online messages generated from an e-Learning
F-measureOnt_F' as follows: platform. A human expert (a post-doctoral researcher in
the field of banking and finance) was recruited to read the
(25) topic description as well as the associated documents so
| N | that she could draw a concept map illustrating the main
concepts and propositions for each of the TREC topic.

Node_Recall = M

Node_Precision — [Nars 0 N | (26) These concept maps become the benchmark for comparison
| N | with the system generated concept maps based on the
metrics developed in Section VII-A. For each experimental
Link_Recall — | Lare N L | (27) un, we manipulated different system parameters to test
| L different aspects of our system. We selected TREC topics
1 to 10 and topics 41 to 50 for our experiments since
Link_Precision — | Lmp N L (28) each topic has at least 5 relevant documents. The sample
| L] of TREC topic 49 (Who's working with Supercomputers)
is shown in Appendix A and the corresponding first level
Ont_Recall = wpr x Node_Recall+ (29) concept map generated by our system is depicted in Figure 15.
(1 —wg) x Link_Recall
IR REE EEW UEE TRO HFBE i
Ont_Precision = wp x Node_Precision+ (30) b g e ﬂ#f/mffcmf S
(1 —wp) X Link_Precision o e =
F, = (1 + n?)Precision x Recall (31)

n? Precision + Recall

where Ny, and N,;, represent the set of nodes found
from the concept map created by human experts and that
generated by our system respectively. Similady,,, and

Ly, are the set of links encoded on the concept map drawn by
human experts and the concept map generated by our syster
respectively. In fact, the set of links can easily be extracted
from the adjacency matrices like those depicted in Table | and | 4 e :
Table I1. In particular, only the upper half or the lower half Of & i s s S -
each matrix needs to be traversed to construct a link set. Fay 15. First Level Concept Map Generated from TREC Topic 49
instanceL4 = {l;; € L : a;; > 0}, wheread is the set of all
possible links encoded on the maps. The parametes used

to compute the ontology recall based on a weighted sum of th
node recall and link recall respectively. Similarlyp is used

to tune the ontology precision measure. For the experiments]_he purpose of the first experiment is to test the ef-

presented in this paper, we adopg = wp = 0.5. The : L
standard F-measure is shown in Eq.(31) [54]. If we assume tp‘]%%tweness of the concept extraction/filtering thresholds. We

precision is as important as recall (ig.= 1), the ontology used the BMI method Eq.(2) for concept extraction and the
F-measurentF is reduced to: ' ' standard fuzzy conjunction operation Eg.(14) for fuzzy relation

extraction. Other parameters includgd= 0.672 [25] and
A = 0.093. The noun phrase patterns “Noun Noun” were
OntF — 2% Ont_Precision x Ont_Recall (32) used for all the experiments discussed in this paper. We used
Ont_Precision + Ont_Recall other five domains (e.g., entertainment, education, humanity,

eExperiment 1
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ig. 18. The Relative Link Precision of Various Concept Extraction Methods

different methods are applied, the underlying terms and the
term weightsy,, (t) associated with a concept may be differ-
ent. Such a difference can be realized when we apply Eq.(22)
or Eq.(14) to compute the fuzzy relations between concepts
because both of the metrics will compare the concepts based
on their underlying semantics (e.g., the composing terms and
their weights). We adopted the same system parameters as
in experiment one. The average link precisions achieved by
various concept extraction methods under different extraction
threshold valuesl = [0,0.5] are plotted in Figure 18. In
general, the link precision is improved when higher concept
extraction threshold is used because less noisy terms will be
used to construct the corresponding concept vectors. As shown
Fig. 17. The Average F-measure by Tuniagta andvarpi in Figure 18, the BMI method outperforms the other methods
in terms of average link precision at glllevels.

Experiment 3

sport, and arts) as the basis to compute the concept relevandd/e also examined the effectiveness of Eq.(22) and Eq.(14)
scores during concept filtering. Each domain consistis @0 which were used to estimate the strength of a concept special-
Web pages retrieved from Google via the Google Search ARation relationu g, (c,, ¢,) given any two concepts,, ¢,. In
When the domain frequencd®om(c;, Dy,) was calculated for this experiment, we used the BMI concept extraction method
the TREC-AP domain, we converted the document basis dod we set the paramete(s = 0.431 and w = 0.512;
1,000 as well. The average number of concept nodes generaitfter parameters were not changed except the two relation
and the average ontology F-measure achieved over the tweejyraction methods. In the first run, we used the standard fuzzy
TREC domains under various combinations(ofind @ are conjunction operator Eq.(14) for concept map generation, and
plotted in Figure 16 and Figure 17 respectively. As shown then we employed the same set of parameters to invoke the
Figure 16, when botlk > 0.2 andw > 0.4 were applied, structural similarity SSIM method Eq.(22). The parameters
the number of concept nodes generated by our system woulkd for SSIM were; = 0.026, Q> = 0.459, Q3 = 0.344.
be reduced dramatically. It indicates that our concept filteriny topic-by-topic comparison in terms of ontology precision,
mechanism can work effectively. From Figure 17, it is showontology recall, ontology F-measure, and DR are tabulated
that the best ontology F-measure could be achievedahd in Table Il and Table IV respectively. The second and the
w are set to the rangd8.35, 0.45] and[0.4, 0.6] respectively. third columns refer to the number of concept nodes and
The reason is that most noisy concepts will be filtered oabncept relations generated by the system. By testing the
under such a combination. hypothesesH nvii : ptssivr — fFuzzy = 0 @Nd H Agternative
Experiment 2 HSSIM — HFuzzy > 0 With paired one-tailt-test on the F-
measure scores obtained from the 20 TREC-AP topics, the null
The objective of this experiment is to evaluate the effetwpothesis is rejected(19) = 3.067,p < 0.01). Therefore,
tiveness of different concept extraction methods such as BNtl,is confirmed that the SSIM method Eq.(22) for concept
JA, CP, KL, ECH, and NGD illustrated in Section V-A. Wherrelation extraction is more effective than the method using
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standard fuzzy conjunction operator Eq.(14). As can be seeourse. These subjects learnt about concept mapping in their
the average distance between the maps generated by dasses. At the end of a lecture, subjects were told to reflect
system and the maps drawn by the domain expert is 0.28% main concepts they learnt from the class by writing short
only. It means that the concept maps produced by our systemssages on an online discussion forum. The time given to
can really represent the domain knowledge as perceived thgm to write the messages was limited to ten minutes for

the domain expert. each class. After the subjects had finished their reflection,
_ _ the concept map generation tool was invoked to automatically
Topic | Node | Link Oggoégﬁ’y gr”égi'soi%)r: g;‘g':g’re DR | construct the concept maps representing the group’s perception
T 55116 0.763 0474 0585 ooy about the concepts covered in _the lecture. We employed the
2 27 95 0.733 0.568 0.640 | 0.215| BMI method for concept extraction and the SSIM method for
3 22 91 0.691 0.615 0.651 | 0.199 | relation extraction. Other system parameters were the same as
4 18 90 0.691 0.522 0.595 | 0.244 h : : h h subi : h
5 16 P 0.765 0.409 0533 | 0324| ose_used in experiment three. Each subject was given another
6 24 115 0.673 0.287 0.402 | 0.418| 10 minutes to browse through the concept maps generated
7 27 | 131 | 0.688 0.419 0521 | 0297 | hy the system, and then they would answer a questionnaire.
8 18 93 0.754 0.527 0.620 | 0.213 : : :
9 19 87 0.712 0.540 0614 | 0254 | Our questionnaire was developed based on the mstrument
10 22 98 0.731 0.388 0.507 | 0.387 | employed by [6]. It included the assessment of the following
41 16 89 0.634 0.292 0.400 | 0318 | factors:
42 24 81 0.625 0.370 0.465 0.329 ' . .
43 23 85 0711 0.694 0702 | 0.157 « Accuracy - Whether the concepts and relationships shown
44 19 96 0.600 0.375 0.462 | 0.330 at the taxonomy are correct;
45 20 97 0.727 0.412 0.526 | 0.279 ; ) :
P 52 109 0764 0.395 018 | 0303 . Co_hesweness Whether each concept at the. taxonomy is
47 18 89 0.736 0.315 0441 | 0321 unigue and not overlapped with one another;
48 19 85 0.667 0.353 0.462 | 0.362 « Isolation - Whether the concepts at the same level are
49 | 16 | 101 | 0683 | 0277 0.394 | 0.346 distinguishable and not subsume one another;
50 15 87 0.806 0.333 0.472 | 0.356 . .
Avg. 205 | 96.15 0.707 0.428 0.526 0.296 . HlerarChy - Whether the'taxonomy is traversed from
TABLE Il broader concepts at the higher levels to narrow concepts

at the lower level,
« Readability - Whether the concepts at all levels are easy
to be comprehended by human;
A five point semantic differential scale from very good (5),
good (4), average (3), bad (2), to very poor (1) is used to

CONCEPTMAP GENERATION USING STANDARD FUzzY CONJUNCTION
OPERATOR

Topic | Node | Link | Ontology | Oniology | Oniology | DR measure the dependent vgrlables. In general, a score clqse Fo 5
Recall | Precision| F-measure indicates that the automatically generated concept map is with
1 25 117 0.748 0.464 0572 102721 good quality and it can reflect what the group perceived about
2 27 97 0.721 0.536 0615 | 0.231| g biect topic. Th lts of the field test h :
3 p 90 0.704 0633 0667 | 0.190 e subject topic. The results of the field tests are shown in
4 18 93 0.676 0.495 0571 | 0.258| Table V. The second column indicates the number of subjects
5 16 85 0.766 0.424 0545 | 0316 | involved in a field test, the third and the fourth columns
6 24 116 0.633 0.267 0.376 | 0.429 ; ;
2 7 125 0.738 0.472 0576 | 0.270 show the number of concepts nodgs and links automatlcglly
8 18 90 0.769 0.556 0.645 0.199 generated by the system, and the fifth column shows the time
9 19 88 0.727 0.545 0.623 | 0.251 | gpent on generating the concept maps. The overall mean scores
10 22 93 0.750 0.419 0538 0367\ for accuracy, cohesiveness, isolation, hierarchy, and readability
41 16 86 0.683 0.329 0.444 | 0.302 ' ' ' ‘ '
42 24 74 0.687 0.446 0.541 0.289 are4.23, 4.22, 4.15, 4.31, and3.95 respectively. For most of
43 23 82 0.735 0.744 0.739 | 0131 | the dependent variables, the overall mean score is abbove
44 19 99 0.583 0.354 0.440 | 0.342 B :
45 20 36 0.764 0.488 0596 | 0243 _except the_:_readablllty issue. The reason for a bit Iovyer score
46 22 101 0.772 0.436 0.557 0.283 in readability may be that our programmer used a fixed size
47 18 86 0.763 0.337 0.468 0310 | rectangle to represent concept node. As a noun phrase (two
48 19 83 0.689 0.373 0.484 | 0351 words) often cannot fit into such a rectangle, subjects might
49 | 16 | 93 | 0732 | 0323 0.448 | 0.324 : gle, subj 9
50 15 82 0.806 0.354 0.492 0.345 not know what the concept is about from a glance. As the
Avg. | 205 | 9325] 0.722 0.449 0547 [0.285] Tough Graph shareware supports the display of variable sized
TABLE IV nodes, it is easy for us to improve the readability of the concept
CONCEPTMAP GENERATION USING SSIM maps in the future. The time taken to generate the concept
map (including the underlying OWL statements) on our Web
server varied from.3 to 1.8 minutes. This result indicates that
it is feasible for instructors to invoke such a tool to analyze
) students’ progress on the fly.
C. Field Tests prog y
Field tests were conducted to verify the quality of the VIIl. CONCLUSIONS AND FUTURE WORK

concept maps generated by our system. The subjects wer®Vith the increasing number of online messages generated
the postgraduate students attending a Knowledge Managenfesrn interactive e-Learning environments, instructors are often
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Lecture Subject| Node | Link | Time Accuracy Cohesiveness Isolation Hierarchy Readability

Mean | STD | Mean| STD | Mean | STD | Mean | STD | Mean | STD
Knowledge Management 20 16 61 15 420 | 0.871| 425 | 0.698| 4.05 | 0.865| 4.41 | 0.663 | 3.93 | 0.831
Knowledge Discovery 19 17 63 1.6 421 | 0.885| 4.22 | 0.673| 4.15 | 0.763 | 4.32 | 0.822 | 4.01 | 0.642
Knowledge Sharing 22 21 79 18 425 | 0.626 | 4.17 | 0.759 | 4.16 | 0.833| 4.28 | 0.682 | 3.87 | 0.693
Knowledge Capture 20 18 55 15 433 | 0.678| 435 | 0.622| 429 | 0.654| 429 | 0.731| 4.13 | 0.834
Knowledge Application 18 16 59 1.3 417 | 0.654 | 4.09 | 0.827 | 4.11 | 0.846 | 4.23 | 0.693 | 3.82 | 0.675
[ Average 1760 | 6340 | 154 | 423 | 0.743| 422 | 0.716 | 4.15 | 0.792 | 4.31 | 0.718 | 3.95 | 0.735

TABLE V

THE RESULTS OFFIELD TESTS

overwhelmed and hence adaptive teaching and learning [ The World Wide Web Consortium. Web Ontology Language, 2004.
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Appendix A - TREC Topic 49 Description

<top>

<head> Tipster Topic Description

<num> Number: 049

<dom> Domain: Science and Technology

<title> Topic: Who's working with Supercomputers

<desc> Description:

Document must identify an organization involved in the operation,
programming or purchase of a supercomputer.

<narr> Narrative:

To be relevant, a document must identify one of the following: a
supercomputing center, a supercomputer purchase, a supercomputer export
authorization, or the granting of a contract to a company known to perform
supercomputer support services.

<con> Concept(s):

1. Supercomputer, Cray, IBM 3090

2. Contract, authorization, purchase, sale, establish

3. Research

<fac> Factor(s):

<def> Definition(s):

Supercomputer- the most powerful computers available, typically
consisting of multiple processors optimized to execute in the most
efficient manner possible.

</top>

18



	Song TDKE coversheet
	Song TDKE 2009 IEEE copyright
	4-Lau_Song_Li -TKDE-2009

