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Abstract: The dynamic model of the lithium battery is a time-varying nonlinear system due to the polarization and diffusion effect inside the battery in the charge-discharge process of the ternary lithium battery. Based on the comprehensive analysis of the energy management methods, the state of charge is estimated for the lithium battery by introducing the differential Kalman filtering method combined with the dynamic equivalent circuit model and nonlinear temperature coefficient. The model simulates the transient response with high precision which is suitable for its high current and complicated charging and discharging conditions. In order to better reflect the dynamic characteristics of the power ternary lithium battery in the step-type charging and discharging conditions, the polarization circuit of the model is differential and the improved model is obtained. As can be known from the experimental verifications, the maximize state of charge estimation error is only 0.022 with the time-varying complex working conditions and the output voltage is monitored simultaneously with the maximum error of 0.08 V and the average error of 0.04 V. The established model can describe the dynamic battery behavior effectively, which can estimate its state of charge value with considerably high precision, providing an effective energy management strategy for the ternary lithium batteries.
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1. Introduction

The internal physical and chemical changes are very complicated for lithium batteries, and it is difficult to apply
the dynamic battery equation to the actual situation based on the electrochemical theory. In this case, the experimental analysis method is often used, and many different models have been established to predict the behavior of the battery [1]. However, there is no model that can fully simulate the dynamic behavior of the battery accurately under different operating conditions. The state of charge estimation of lithium batteries can make its management system run accurately and efficiently [2-4]. Approximate methods for predicting state of charge include chemical, open circuit voltage, electrochemical impedance, current integration, Kalman filtering and neural network [5], and each of them have their own advantages and disadvantages. As a result, new non-probabilistic binary linear classification methods are introduced to estimate the state of charge value of lithium batteries from another angle [6-9], which are then used to compensate for the traditional state of charge estimation and increase the state of charge estimating accuracy.

Lithium batteries can be divided into two categories according to the modeling strategy, namely empirical model and electrochemical model [10-15]. The empirical model is a battery dynamic replacement model based on sample data and system identification methods [16], the advantage of which is that its complexity is controllable and modeling cost is low. On the other hand, its disadvantage is that the physicochemical significance of the model parameters is not obvious and its robustness is poor [17]. The electrochemical model is a mathematical expression for obtaining the dynamic characteristics of the battery through the mechanism analysis [18], the advantage of which is that the model has high precision and can reveal the evolution mechanism of the battery characteristics deeply [19]. The disadvantage is that the model has high complexity characteristic, making it not conducive to its engineering application.

According to different establishment mechanisms, the battery model can be divided into simple electrochemical, intelligent mathematical and equivalent circuit model types [20-25]. The electrochemical model is complex and difficult to be applied in the practical products, which is mainly used to assist in the design and manufacture of batteries [26]. The intelligent mathematical model is mainly a neural network model, which can complete battery
modeling theoretically but requires a lot of actual data for training [27]. Its technical threshold is high and the processing time is long, which limits its practical application [28]. The equivalent circuit model is simple in physical meaning and mathematical expression [29], which is currently widely used. An improved equivalent circuit model is proposed in the battery experimental manual [30], which contains two capacitors and two resistors. The resistor model has one capacitor less than the resistance-capacitance equivalent circuit model [31], the characteristic of which is that the open circuit voltage is considered for the lithium battery. During the charging and discharging process, there will be an error along with the current variation that accumulates over time [32]. The equivalent circuit model internally includes an open circuit voltage source $U_{oc}$, a polarization resistance $R_p$, a polarization capacitor $C_p$, and an ohmic internal resistance $R_o$ and a capacitance $C_b$. Since the circuit model covers the characteristics of battery polarization and ohmic internal resistance, it is more accurate for the battery working characteristic expression. Lithium batteries, consisting in high discharge rate, light weight and easy to carry with relatively clean outstanding advantages [33-37], have been applied to various areas of society, such as automobiles, mobile phones, computers and other industries. During the operation of the battery cells, the battery management system will reflect the remaining energy state of the battery [38-44], which is one of its most important factors. Accurate state of charge estimation is of great theoretical value and practical significance for lithium battery development which can make the lithium battery pack safer than usual when used and improve the performance of the battery.

At present, a large amount of researches have been done on the battery state of charge, attracting worldwide concentrations. The commonly used estimation methods include ampere hour integral, open circuit voltage, fuzzy neural network, Kalman filter and so on [45-50]. Starting from the definition, the ampere hour integral method calculates state of charge by the time integral of current, which can only accurately estimate the variation value of the state of charge in a short time, as well as there are problems of not knowing the initial state of charge and the error accumulation effect for a long time [51-55]. Through the one-to-one correspondence between the open-
circuit voltage and state of charge, the open-circuit voltage of the battery is measured to obtain the state of charge value. As the measured voltage needs to be left standing for a long time [56], the state of charge value cannot be confirmed synchronously. Neural network method is used to estimate the lithium battery state of charge by processing a large number of real-time input and output data of batteries [57-60], which is highly dependent on the training methods and training data when the actual situation has large error influence. The Kalman filter method relies on the establishment of the battery equivalent model and uses the iterative algorithm to obtain the optimal solution in the sense of minimum variance [61-65], which can solve the inaccurate state of charge estimation problem towards the variant initial value and accumulated calculation error. A relatively simple parameter identification method should be used to establish the equivalent model with high precision. Subsequently, in charge and discharge of lithium battery, the dynamic model of the battery is time-varying nonlinear system due to polarization effect and diffusion effect inside the battery. Based on the comprehensive analysis of the above methods, the state of charge of lithium battery is estimated by differential Kalman filter method based on the dynamic equivalent circuit model and temperature coefficient.

2. Mathematical analysis

2.1. Equivalent modeling

Electrochemical properties of lithium batteries can be represented by some of the energy storage functions together with electronic components. Meanwhile, general lithium battery equivalent circuit, containing voltage source, resistance and capacitance, can build several classical equivalent circuit model of lithium batteries by these components, such as the internal resistance model, resistance-capacitance model, together with the comprehensive equivalent modeling analysis. The proposed dynamic equivalent model fully considers the response of the circuit to state of charge change and has a high precision with the resistance-capacitance link, which reflects the dynamic effect of the battery and has small calculation amount. The model uses a series-connected resistor and resistance-capacitance network to simulate the battery characteristics. As a result, the
parameters to be identified in this model are ohmic internal resistance, polarization internal resistance, polarization capacitance, which can be realized by the hybrid pulse power characteristic experimental method for its parameter identification. The model equivalent circuit is shown in Fig. 1.

![Equivalent Circuit Diagram](image)

**Fig. 1 The dynamic equivalent circuit model**

In Fig. 1, the voltage source $E$ is used to represent the open-circuit voltage. $R_o$ is used to represent the ohmic internal resistance. $R_p$ and $C_p$ are used to represent the polarization phenomenon of lithium battery in parallel. $I$ is used to represent the charging and discharging current and $U_L$ is used to represent the battery terminal voltage.

Afterward, the hybrid pulse power characteristic experimental method is used for parameter identification. A resistance-capacitance circuit is used to simulate the rapid voltage change process of the battery when the current is abrupt together with the slow and stable voltage process that is used to characterize the polarization characteristics of the battery more closely and better simulate its static circuits.

### 2.2 Differential Kalman filtering

The differential Kalman filtering method has important advantages in solving small samples, non-linearity and high-dimensional pattern recognition, which can be extended to other machine learning problems such as function fitting. It can analyze data and recognize patterns for classification together with the classical and regressive analysis, which is based on the structural risk minimization principle of statistical learning theory. It can not only classify the linear transforming problems, but also map the input implicitly into high-dimensional feature space for the effective non-linear classification. The expression equations and observation equations of the discrete
nonlinear system space are shown in equation (1).

\[
\begin{align*}
X_{k+1} &= f(X_k, k) + w_k \\
Z_k &= h(X_k, k) + v_k
\end{align*}
\]  

(1)

The first part of the equation (1) represents the equation of state, and the second part represents the equation of observation. \( k \) is the discrete time point, and \( X_{k+1} \) is the \( n \)-dimensional state vector. \( Z_k \) is the \( m \)-dimensional observation vector, and \( w_k \) and \( v_k \) are mutually independent Gaussian white noise. In order to apply the Kalman filter, a Taylor expansion is performed on the nonlinear functions \( f(*) \) and \( h(*) \) around \( X_k \). The expansion result is as shown in equation (2).

\[
\begin{align*}
\begin{cases}
f(X_k, k) &\approx f(\bar{X}_k, k) + \frac{\partial f(X_k, k)}{\partial X_k}_{X_k = \bar{X}_k} (X_k - \bar{X}_k) \\
h(X_k, k) &\approx h(\bar{X}_k, k) + \frac{\partial h(X_k, k)}{\partial X_k}_{X_k = \bar{X}_k} (X_k - \bar{X}_k)
\end{cases}
\end{align*}
\]  

(2)

As can be known from the calculation process, the values of \( A_k, B_k, C_k, \) and \( D_k \) are obtained as shown in the equation (3).

\[
\begin{align*}
A_k &= \frac{\partial f(X_k, k)}{\partial X_k}_{X_k = \bar{X}_k} \\
B_k &= f(\bar{X}_k, k) - A_k \bar{X}_k \\
C_k &= \frac{\partial h(X_k, k)}{\partial X_k}_{X_k = \bar{X}_k} \\
D_k &= h(\bar{X}_k, k) - C_k \bar{X}_k
\end{align*}
\]  

(3)

Then, it can be linearized accordingly as shown in the equation (4).

\[
\begin{align*}
X_{k+1} &= A_k X_k + B_k + w_k \\
Z_k &= C_k X_k + D_k + v_k
\end{align*}
\]  

(4)

The recursive process of the differential Kalman filtering is obtained by applying the basic equation of Kalman filter to the linearized model as shown in equation (5).

\[
\begin{align*}
\bar{X}_{k+1} &= f(\bar{X}_k) \\
\bar{P}_{k+1} &= A_k \bar{P}_k A_k^T + Q_{k+1} \\
K_{k+1} &= \frac{\bar{P}_{k+1} C_k}{\bar{P}_{k+1} C_k^T + R_{k+1}} \\
\bar{X}_{k+1} &= X_{k+1} + K_{k+1} [Z_{k+1} - h(\bar{X}_{k+1})] \\
\bar{P}_{k+1} &= [I - K_{k+1} C_{k+1}] \bar{P}_{k+1}
\end{align*}
\]  

(5)
In equation (5), $P$ is the mean square error and $K$ is the Kalman gain. $I$ is an $n \times m$ unit array. $Q$ and $R$ are the variances of $w$ and $v$ respectively, which generally do not change along with the time varying system state.

The initial value of the filter and its variance are set as $\lambda(0) = E[\lambda(0)]$, $P(0) = \text{var}[\lambda(0)]$. The filtering step in the $k+1$ cycle is described as follows. First, the state of the current time and the mean square error are predicted from the state $\bar{X}_k$ at $k$ time and the mean square error $\bar{P}_k$ to obtain the prior state $\bar{X}_{k+1}$ and the prior mean square error $\bar{P}_{k+1}$, then the Kalman gain $K_{k+1}$ is calculated for the current time moment. Finally, the state of the current time $K_{k+1}$ is obtained by correcting the prior state, and the mean squared error of the current time is obtained by correcting the a priori mean square error $\bar{P}_{k+1}$ approximation rather than a solution, which has a higher computational accuracy for the battery state statistics with nonlinear distributions.

2.3. Iterate state of charge calculation

The calculation process is described as shown in equation (6).

$$
\begin{aligned}
E(t) &= U_i(t) + R_I I(t) + U_p(t), I(t) = \frac{U_i(t)}{R_p} + C \frac{dU_i(t)}{dt} \\
S(t) &= S(t_0) - \frac{1}{Q_o} \int_{t_0}^{t} g(t) dt
\end{aligned}
$$

(6)

The three equations are combined and discretized to obtain the state equation as shown in equation (7).

$$
\begin{aligned}
x(k | k-1) &= A_k x(k-1) + B_k I(k-1) + w_k \\
A_k &= \begin{bmatrix} 1 & 0 \\ 0 & e^{\alpha \tau} \end{bmatrix}, \\
P_k &= \begin{bmatrix} -t/Q_o \\ R_p \left(1 - e^{\beta \tau} \right) \end{bmatrix}
\end{aligned}
$$

(7)

The observation equation is as shown in equation (8).

$$
\begin{aligned}
y(k) &= h \left[ x(k-1), i(k-1) \right] + v_k \\
&= E - R_I I(k) - U_p(k) + v_k
\end{aligned}
$$

(8)

After linearizing the obtained Taylor equation, the values of $A_k$, $B_k$, and $C_k$ are obtained as shown in the equation (9).

$$
\begin{aligned}
\hat{A}_k &= \begin{bmatrix} 1 & 0 \\ 0 & e^{\alpha \tau} \end{bmatrix}, \\
\hat{B}_k &= \begin{bmatrix} -t/Q_o \\ R_p \left(1 - e^{\beta \tau} \right) \end{bmatrix}, \\
\hat{C}_k &= \begin{bmatrix} \partial Uoc/\partial \text{SOC} \\ -1 \end{bmatrix}
\end{aligned}
$$

(9)

The first step is state prediction, in which the predicted value at time $k$ is calculated as shown in equation (10).
The second step is the prediction of covariance. By calculating the estimation error of \(x(k|k-1)\), the covariance matrix of the corresponding \(x(k|k-1)\) is obtained as shown in equation (11).

\[
P(k | k - 1) = A_{k-1} \hat{P}_{k-1} A_{k-1}^T + Q_k
\]

In the third step, the Kalman gain at time \(k\) is calculated as shown in equation (12).

\[
K_k = P_k C_k^T (C_k P_k C_k^T + R_k)^{-1}
\]

The fourth step is the update of the state parameters. The optimal estimated value of the existing state is estimated from the real-time measured factors including the obtained open circuit voltage value \(U_{oc}(k)\) to represent \(E\) in the equivalent model as shown in the equation (13).

\[
\hat{x}_k = x(k | k - 1) + K_k [U_{oc}(k) - C_k * x(k | k - 1)]
\]

In the fifth step, the noise covariance is updated, which is investigated according to the Kalman gain and the noise covariance of the previous moment as shown in equation (14).

\[
\hat{P}_k = (1 - K_k C_k) P_k
\]

The basic iterative calculation process for state of charge estimation is designed. In the calculation, the five steps are continually cycled and the estimated state is continuously updated, so that the estimated value is closer to the true value during the update process. The state of charge estimation formula is shown in the equation (15).

\[
S = \frac{Q_t}{Q_0} \times 100\%_{\text{SI}}, S_I = \frac{Q_{si}}{Q_0} \times 100\%
\]

In the above expression, the parameter \(S_I\) is the state of charge value under current \(I\) condition, the parameter \(Q_I\) is the remaining power, and the parameter \(Q_0\) is the rated capacity. For the continuous time implementation process estimated by the state of charge, it can be represented by the first mathematical expression of the equation. The technical implementation of the battery state of charge estimation for discrete time after its discrete processing can be expressed as shown in the equation (16).
The discrete state of charge estimation model shown in the equation (16) facilitates the control of digital systems.

In practical applications, discrete state of charge estimation models should be applied. The discrete state space equation of differential Kalman filtering algorithm is given by the process of the ampere hour integration as shown in equation (17).

\[
S(k) = S(k-1) - \frac{\eta}{QN} I(k-1) + w_{k-1}
\]  \hspace{1cm} (17)

The state space description of the equivalent model is located on the observation equation of differential Kalman filtering algorithm, which contains the Kirchhoff laws relation of the equivalent circuit model in time domain as shown in equation (18).

\[
U_{LL} = f(S_k) - I_k R_o - U_{pk} + v_k
\]  \hspace{1cm} (18)

Where, \(S_0\) represents the state of charge value at the initial time, \(S_t\) represents the state of charge value at time \(t\), \(Q_N\) represents the rated battery capacity, \(I\) represents the current, and the default discharge direction is the positive direction, \(\eta\) representing the charging and discharging efficiency. \(w\) represents the process noise, which is a gaussian white noise with a mean value of 0 and a variance of \(Q\), which is also used to represent the internal error distribution in the system operation. The voltage of the \(U_{LL}\) representative, \(f\) is about the nonlinear function of state of charge, which is introduced to characterize the open circuit voltage. \(R_o\) and \(R_p\) the ohmic resistance and the polarization resistance of the model respectively, \(\tau\) is used as the resistance-capacitance time constant of the circuit. \(v\) is the observation noise with the mean value as 0 and variance value as \(R\) that is set as the gaussian white noise, it represents the error distribution appeared in the process of observation. The flow chart of differential Kalman filtering algorithm for state of charge estimation is shown in Fig. 2.
Fig. 2 flow chart of differential Kalman filtering state of charge estimation

At the beginning, the algorithm needs to set as the boundary conditions, that is, the state vector \( X \) and error covariance matrix \( P \) should be initialized, and the state of charge must be contained in the state vector. Other states are related to the established model, in which \( U_p \) is considered and characterized. The main part of the algorithm is divided into four stages: parameter calculation, prediction, linearization and update. The content of parameter calculation mainly includes the calculation of circuit element parameters \( R_o, R_p \) and \( C_p \) in the equivalent model. The significance of state transfer matrix \( A \) can be seen from the process recursive equation, which is the driving matrix from the previous state to the next state as shown in equation (19).

\[
X_k = AX_{k-1} + Bu_{k-1}, X = \begin{bmatrix} S \\ U_p \end{bmatrix}
\]  

(19)

The calculation of state transition matrix \( A \) is shown in equation (20).

\[
A = \begin{bmatrix} 1 & 0 \\ 0 & e^{-\tau} \end{bmatrix}
\]  

(20)
The input matrix $B$ is the driving matrix of input influence on state, which is designed as shown in equation (21).

$$
B = \begin{bmatrix}
\frac{\eta \Delta t}{Q_N} & 0 \\
0 & R_p(1-e^{-\Delta t/\tau})
\end{bmatrix}
$$ (21)

The $\Delta t$ in both equations refers to the sampling time, and the meanings of other parameters have been given in the theoretical analysis process. Therefore, the equation contains the recursive calculation of $S$ and $U_p$. In the prediction stage, the reason is given at the prediction point of the error covariance matrix in the state prediction as shown in equation (22).

$$
P_{k/k-1} = A_{k-1}P_{k-1/k-1}A_{k-1}^T + Q_{k-1} 
$$ (22)

Wherein, $Q$ is the characteristic variance matrix of process noise. The significance of error covariance matrix is that it reflects the probability distribution of the estimated state value in the real value. The smaller the matrix element value is, the more its corresponding state estimation can reflect the real state of the lithium ion batteries. The end voltage prediction is to conducted the end voltage $U_L$ of lithium battery at the current moment according to the predicted value of state and Kirchhoff laws circuit equation of model, which is described as shown in equation (23).

$$
U_{L_k} = f(S_k) - I_k R_o - U_{pk}
$$ (23)

The super-position observation noise is reduced, because the observation noise changes in real time and is unknown in the actual observation process, according to which its statistical probability distribution rule can be obtained. Linearization is the embodiment of extension in differential Kalman, which extends the range of basic Kalman processing from linear to nonlinear. As for the nonlinear relationship between open circuit voltage and state of charge, the mathematical Taylor expansion is used to obtain the linear expression of the first two terms near the current state of charge estimation value $X_k$, and the Jacobian is obtained as the state transition matrix $C$ as shown in equation (24).
\[
UL_k = g(X_k, I_k) + \frac{\partial g}{\partial X_k} (x_k - X_k) \\
C^*_k = \frac{\partial g}{\partial X_k} = \left[ \frac{\partial g}{\partial S_k} \frac{\partial g}{\partial U_{pk}} \right] = \left[ \frac{\partial (U_{oc} - R_i) }{\partial S_k} -1 \right]
\]

Where, the state variable can be obtained nearby and the linear expression is conducted by further transformation as shown in equation (25).

\[
UL_k = C^*_k x_k + (g(X_k, I_k) - C^*_k X_k)
\]

In the equation, when the current state quantity is estimated, the \((g(X_k, I_k) - C^*_k X_k)\) term in the equation is a non-random action term unrelated to \(x_k\), thus achieving local linearization. In the process of updating, the gain matrix is calculated first, and then the predicted state quantity is corrected by comparing the observed quantity. As can be known from the above steps, the estimated state value of \(\hat{X}_k\) at time point \(k\) is obtained.

3. Experimental analysis

3.1. Program and platform design

The parameter identification of equivalent model of ternary lithium battery needs to be completed by the experiments. The experimental platform is formed by the ternary lithium batteries, battery test equipment (BTS 750-200-100-4), high and low temperature experiment box (DGBELL) and a computer, according to which the experimental platform is set up and the hybrid pulse power characteristic experiments are carried out under different working conditions together with the main discharge verification tests. Since lithium batteries are generally charged at constant current and then at constant voltage, the state of charge at the time of charging is relatively easy to be estimated. Therefore, only the experiment of parameter identification of discharge direction is conducted, namely compound pulse power experiment. The equipment of BTT-331C made by Dongguan Bell Experimental Equipment corporation is used in the experimental test. The experimental equipment also include the charge-discharge facilities made by Shenzhen Xinwei New Energy Technology corporation. The experimental platform is shown in Fig. 3.
In the experiment, the battery capacity tester is used to charge and discharge the lithium batteries. As in the experimental procedure, the support vector machine is used to train the data, obtaining a general mathematical equation model through mathematical modeling, which is then substitute into the calculation process. The corresponding state of charge prediction value is obtained, which is finally compared and matched with the experimental value and the predicted value. At the same time, the initial state of charge value is set to be 0 and $C=1$. In this experiment, the ternary lithium batteries (CFP50AH) are selected as the experimental object, the basic technical parameters of which are shown in Tab.1.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size: length * width * height /mm</td>
<td>200<em>80</em>180</td>
</tr>
<tr>
<td>Rated voltage/V</td>
<td>3.7</td>
</tr>
<tr>
<td>Maximum load current /A</td>
<td>1.5C</td>
</tr>
<tr>
<td>Charge cut-off voltage/V</td>
<td>4.15</td>
</tr>
<tr>
<td>Discharge cutoff voltage/V</td>
<td>3.0</td>
</tr>
<tr>
<td>Working temperature /°C</td>
<td>-15~70</td>
</tr>
<tr>
<td>Rated capacity/Ah</td>
<td>4.0</td>
</tr>
</tbody>
</table>

The incubator is a three-layer independent temperature control high and low temperature test chamber (DGBELL BTT-331C) of Dongguan Bell Experimental Equipment Co., Ltd., and the experiments are carried out at a constant temperature of 25 °C.

The purpose of compound pulse power experiment is to get the parameters of equivalent circuit model corresponding to different state of charge levels. It is investigated at room temperature (25 degrees) on a full
charge and hold the battery after the first pulse discharge for 10 seconds, and then the batteries are set stand for 40 seconds. It should be treated again to the battery pulse charge for 10 seconds, and the pulse discharge current value in the experiment with the charging treatment is 1 C current rate before it is discharged to the point where the state of charge decreased 10%. The 40 minutes interval should be conducted after each experiment step to let the battery electrochemistry reaction inside be equilibrium, so the process in these different state-of-charge points can be investigated to do the same steps for experiments in order to get the response data of the voltage and current.

The discharge current is assumed to be negative, the experimental result of which is shown in Fig. 4.

Fig. 4  hybrid pulse power characteristic experimental voltage and current curve

It can be seen from the curves in the above two figures that the current value and voltage value at $t_1$ both have abrupt changes and increase sharply, which reflects the internal resistance characteristic of model. As can be known from $t_2$ to $t_3$, the terminal voltage $U_L$ value shows a gradually decreasing change. According to Kirchhoff laws of circuit, the polarization capacitor $C_P$ partial voltage makes the terminal voltage gradually decrease, and the polarization voltage $U_p$ increases gradually from 0 V. Similarly, in the $t_4$ to $t_5$ process, it is regarded as the zero-input response process with gradually decreasing $C_P$ capacity along with the $U_p$ gradually decreases, and the $U_L$ gradually increases and finally equals to the open-circuit voltage value. Finally, the whole process of the hybrid pulse power characteristic test along with pulse charging and discharging treatment can be obtained when the battery voltage current curve and corresponding resistance-capacitance link can be applied into the corresponding
model, showing the polarization effect of the battery. Since battery features of the model and the actual is very association, a simple first order resistance-capacitance circuit is zero and the zero input state equation can complete the parameter identification that is established in advance.

Through the above experiments and modeling work, the battery is transformed into an equivalent complex electrochemical reaction system. In short, the equivalent model refers to the battery system to load the same current, according to which the established equivalent model can output the actual battery voltage by the same mathematical treatment or similarly. The voltage of the model is accurate and the actual error is small, demonstrating the high precision of the model. The model parameter identification is investigated in the state of charge estimation under the working condition influence of the model parameter values given or known including battery capacity, charging and discharging rate, cell aging degree and the environmental temperature. The electrochemical and physical knowledge are used together with the data analysis software as accurately as possible to calculate or fit out all the parameters of the selected model under the complex working conditions by introducing the values of dependent and independent variables into the calculation, according to which the given system is the battery equivalent model process combined with its parameter identification. Similarly, when the conditions are changed gradually in the experimental environment, corresponding model parameters can be calculated one by one. When many condition-results are obtained, the variation rules among variables can be acquired to know the change rule of the open circuit voltage of the model. In addition, it is easy to know that the open circuit voltage is mainly affected by the state of charge and temperature of the battery through the external characteristic experiments. When the temperature is constant, the function of the open circuit voltage changing along with state of charge can be obtained by testing the open circuit voltage of the battery at different state of charge level points by Matlab data fitting.

In the equivalent model, there are four model parameters to be identified: open circuit voltage $U_{oc}$, internal resistance $R_o$, polarization resistance $R_p$ and polarization capacitor $C_p$. Under certain aging degree and temperature,
these four parameters are mainly affected by the state of charge level. Through the hybrid pulse power characteristic experiment described above, it is easy to get the curve relationship between open circuit voltage and state of charge, including the parameter identification of internal resistance $R_o$. When conducting a hybrid pulse power characteristic experiment, the discharge maintenance starts at time point $t_1$. At this time moment, the internal resistance $R_o$ is obtained by dividing the voltage difference before and after the mutation by the discharge current and the polarization resistance $R_p$ can be identified. According to the experimental analysis, the battery stands for 40 seconds from $t_2$ to $t_3$, during which the current is zero. By analyzing the resistance-capacitance circuit, it can be concluded that the polarization voltage $U_p$ is the zero input response and the response expression of the circuit is shown in equation (26).

$$
\begin{align*}
U_L &= U_{OC} + U_p \\
U_p &= U_p(0)e^{-Vt}
\end{align*}
$$

(26)

Among them, $U_L$ is the terminal voltage of the battery that can be obtained from the voltage response curve, in which $U_{OC}$ is the open circuit voltage of the battery. The response curve of polarization voltage can be obtained according to equation (26). The initial value of polarized voltage can be calculated at the end of discharge voltage, according to which the polarization voltage response curves can be obtained by investigating the least square fitting treatment together with the time parameters in the model.

The battery cell has been standing for a long time before each hybrid pulse power characteristic experiment, so it can be considered that the polarization effect of the resistance-capacitance circuit has disappeared. By observing the voltage response curve, the response of the circuit from $t_2$ to $t_3$ can be regarded as the zero-state response. In this case, the electric response is obtained as shown in equation (27).

$$
\begin{align*}
U_L &= U_{OC} + IR_o + U_p \\
U_p &= U_p(0)e^{-Vt}
\end{align*}
$$

(27)

The same way can be conducted along with the above time parameters in the model, according to the equation (27) and the polarization resistance resulting from the curve fitting. The circuit time parameter can
be divided by the polarization resistance, according to which the polarization capacitance can be obtained.

According to the above parameter identification method, the parameter identification results are obtained shown in Tab.2.

<table>
<thead>
<tr>
<th>S</th>
<th>Ro (Ω)</th>
<th>Cp (F)</th>
<th>Rp (Ω)</th>
<th>E (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000000</td>
<td>0.0012</td>
<td>73021.9735</td>
<td>0.0062532</td>
<td>4.18</td>
</tr>
<tr>
<td>0.897584</td>
<td>0.0012</td>
<td>38779.0975</td>
<td>0.0016404</td>
<td>4.05</td>
</tr>
<tr>
<td>0.795148</td>
<td>0.0012</td>
<td>31237.4083</td>
<td>0.0019628</td>
<td>3.94</td>
</tr>
<tr>
<td>0.692691</td>
<td>0.0016</td>
<td>38306.3389</td>
<td>0.0016788</td>
<td>3.84</td>
</tr>
<tr>
<td>0.590254</td>
<td>0.0016</td>
<td>28407.8836</td>
<td>0.0011348</td>
<td>3.74</td>
</tr>
<tr>
<td>0.487797</td>
<td>0.0012</td>
<td>77466.2222</td>
<td>0.0017468</td>
<td>3.65</td>
</tr>
<tr>
<td>0.385340</td>
<td>0.0016</td>
<td>66796.6261</td>
<td>0.0015792</td>
<td>3.62</td>
</tr>
<tr>
<td>0.282884</td>
<td>0.0012</td>
<td>48324.2877</td>
<td>0.0017932</td>
<td>3.58</td>
</tr>
<tr>
<td>0.180447</td>
<td>0.0016</td>
<td>69167.8689</td>
<td>0.0015940</td>
<td>3.52</td>
</tr>
<tr>
<td>0.077990</td>
<td>0.0016</td>
<td>22738.2283</td>
<td>0.0002188</td>
<td>3.43</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.0024</td>
<td>22738.2283</td>
<td>0.0002188</td>
<td>3.26</td>
</tr>
</tbody>
</table>

3.2. Model accuracy verification

In order to verify the effect of parameter identification and the accuracy of the equivalent model, the equivalent circuit model is built in Simulink, and the accuracy of the model is verified under the hybrid pulse power characteristic experimental current condition, constant current condition and Beijing bus dynamic stress test condition respectively. Experimental IL module is used as the input load current condition, aiming to calculate state of charge value at each time moment by ampere-hour integration method, according to which the input state
of charge is inputted into the LOOKUP TABLE module. The online identification of four parameters is completed by using the piecewise linear interpolation method. At last, the designed s-function is used to calculate and output the closed voltage $U_L$ at each time moment, and then it is compared with the experimental voltage corresponding to the experimental load current $I_L$ to analyze the accuracy of the model and complete the verification of the model. According to the Beijing bus dynamic stress test operating current data and calculation model, the comparison between the simulation and the actual terminal voltage curve are shown in Fig. 5.

![End voltage verification schematic diagram](image1)

![Comparative terminal voltage curve](image2)

**Fig. 5** Experimental operating current data

As can be known from the experimental results, the simulation value of the battery terminal voltage of the equivalent model under Beijing bus dynamic stress test current condition and the same voltage of the current conditions of the actual value of contrast model, the voltage of the overall model of the simulation curve can accurately follow the change of the actual voltage. In each current mutation point, the estimated voltage and the actual voltage present the same change trend, but in some point voltage of the mutations, the actual voltage variation exist large deviation due to the resistance identification model only considers the effect of the state of charge and temperature, which ignores the factors such as charge-discharge rate, internal resistance identification inaccuracy result. In addition, part of the simulation model of zero input and zero state response cannot accurately reflect the change of the actual voltage of the battery, because of ignoring these factors. The equivalent model considers the selected polarization capacitance and resistance in the stage of building model with piecewise linear
interpolation method instead of the actual $C_P$ and $R_P$ changing with the state of charge. A relatively simple parameter identification method is used to establish the equivalent model with high precision with the maximum error of 0.08 V and the average error of 0.04 V.

3.3.  *Iterate calculation construction*

According to the experimental and theoretical analysis, the state of charge estimation algorithm is constructed by using experimental data based on the accurate modeling of the battery. The main raw data can be used under different working conditions of the experimental data in order to test the accuracy of the proposed algorithm, and the stability and applicability are analyzed by using the constant current conditions respectively. And then, the Beijing bus dynamic stress test condition is compared to the simulation and experimental test, in which the comparison between ampere-hour integral, differential Kalman filtering and traditional Kalman filtering traditional Kalman filtering algorithm estimation effect is investigated to test the feasibility and validity of the algorithm. The realtime state verification is conducted by the ampere-hour integral approach with minimum time interval as the standard, which is used to compare and verify the state output effect under each condition.

The experimental data is adopted to simulate the actual operation to define the data in the MATLAB environment effective digit processing, aiming to obey the normal distribution of random noise together with the gaussian white noise, the mean zero and variance of $R$. The superimposed on the input data is used to simulate the actual observation of terminal voltage value, in which the data is taken as a voltage contrast state of charge estimation update and input analog observation noise voltage using the differential Kalman filtering algorithm based on equivalent circuit model in both of the forecast and update processes to get the state of charge estimation output. Based on the original current data and the ampere hour integral method, a process noise matrix with variance matrix $Q$ is superposed to obtain the state vector, which is used as the real vector. The accuracy and stability of the model and algorithm are verified by comparing the simulated output state of the algorithm with the simulated real state.
For the iterative calculation process of the differential Kalman filtering algorithm, the boundary conditions are set and given initial quantity. Including the state of the initial amount $X_0$, the charge state initial value $S_0$ and $U_{p0}$ polarization voltage are set with initial values in the model. In practice, the initial value of the state of charge can be recorded by the management system before the state quantity in the case of battery put on hold for a long time, which can be then used to improve the static charge state estimation accuracy to get the initial value. Just using the battery before starting the polarization effect is not obvious, so the polarization voltage can be thought as the initial value of zero. The initial value $P_0$ of the error covariance matrix is determined from the $X_0$ error of the initial state. In application, the initial value should be kept as small as possible to speed up the tracking speed of the algorithm. Two important parameters are process noise variance matrix $Q$ and observation noise variance matrix $R$. It can be seen from the theoretical equation derivation of differential Kalman filtering that it plays a key role in the estimation effect of the algorithm, because it directly affects the size of Kalman gain matrix $K$ and the value of error covariance matrix $P$. As mainly comes from the measurement error distribution of experimental instruments and sensors, the expression of the observation noise variance can be obtained as shown in equation (28).

$$R_k = E(u_k^3) = \sigma^2_u$$

Generally, the two states in the system are not correlated and the covariance is zero, so only the variance on the diagonal has a value. The relationship between the process variance of the system and the covariance of process noise can be obtained as shown in equation (29).

$$Q_k = \begin{bmatrix} E(\omega^2_{ik}) & E(\omega_{ik}\omega_{2ik}) \\ E(\omega_{2ik}\omega_{ik}) & E(\omega^2_{2ik}) \end{bmatrix} = \begin{bmatrix} \sigma^2_{\omega1,1} & \sigma^2_{\omega1,2} \\ \sigma^2_{\omega2,1} & \sigma^2_{\omega2,2} \end{bmatrix}$$

The process noise variance $Q$ is mainly derived from the system noise and the error of the established equivalent model. It is difficult to obtain it by the theoretical methods or means, but a reasonable value range can be obtained through continuous debugging in simulation and it is of small quantity.
(1) comparison of operating conditions

In order to verify the applicability and stability of the algorithm, the input parameters in different working conditions are used to observe the estimated accuracy of the algorithm. In this simulation, two operating conditions are used, in which one is the constant current condition with shelving stage and the other is in the Beijing bus dynamic stress test condition. For constant-current condition, only a constant value needs to be set in the program. In order to increase the complexity of the condition, two shelving stages are added into the constant-current input list to test the tracking effects of Ampere hour and differential Kalman filtering. The following code is generated for the current.

\[ I_{\text{real}} = 1.5 \times \text{ones (1, N)}; \]

\[ I_{\text{real}} (\text{ceil (N/4)}: \text{ceil (N/3)}) = 0; \]

\[ I_{\text{real}} (\text{ceil (N*2/3)}: \text{ceil (N*3/4)}) = 0; \]

Experimental data is required for Beijing bus dynamic stress test condition pair algorithm simulation, which shows the current input module in Simulink environment. The upper part is the ampere integral module, whose output is the actual capacity change of Beijing bus dynamic stress test condition, while the lower part is the condition data output module. It outputs the working current to the workspace at the minimum time interval of actual measurement sampling. The data in the workspace is timeseries type and the current data in it needs to be extracted, in which the data extraction and transformation is performed in the main program as shown in the following code.

Function main (S_est_init)

Sim Beijing bus dynamic stress test_working condition;

\[ I = - (\text{current.data})'; \]

differential Kalman filtering S estimation (S_est_init, I);

The End
The Beijing bus dynamic stress test working condition is the module name of Simulink, in which Current is the time series data including current output, differential Kalman filtering S Estimation is the algorithm program module, and its input is the S_est_init initial value of state of charge estimation and current data. The current data input to the differential Kalman filtering algorithm is based on model program module, other parameters of the initial value within the program have been identified, the program final output with minimum time interval for 10 times the length of the sampling time ampere-hour integral and differential Kalman filtering state of charge estimation curve.

(2) algorithm comparison

Firstly, the algorithm simulation was realized by writing scripts in MATLAB, and traditional Kalman filtering algorithm was added to compare the output effect with each other. The specific implementation process met the requirements of the process, and the main simulation program is shown as follows.

Function main (S_est_init, Work_modes)

If Work_modes = = 1
Sim Beijing bus dynamic stress test_workingcondition;

I = - (current.data) *1.5/50;

Elseif Work_modes = = 2

N = 60001;
I=1.5*ones (1, N);
I (ceil (N/4): ceil (N/3)) = 0;
I (ceil (N*2/3): ceil (N*3/4)) = 0;
The else
Disp (" input parameter error!"");
The end
The program takes the minimum time interval of 10 times as the sampling time, and simulates three methods of ampere-hour integral, differential Kalman filtering and traditional Kalman filtering to estimate state of charge, aiming to compare the tracking of the three methods to the actual state of charge over time. The program outputs both the state of charge change curve and the estimation error curve, so that the tracking effect and error change of the three methods can be intuitively compared with each other. Based on script implementation, the Simulink modular simulation is built. Its implementation process and script program is basically the same, which uses different modules to replace the script code block by using the integration advantages of Simulink environment itself in the graphical user interface to achieve the same simulation effect. The aim of this treatment is to ensure that the running logic is unchanged under the more intuitive presentation of the algorithm running process and the established model is shown in Fig. 6.

![Simulink algorithm simulation](image)

**Fig. 6 Simulink algorithm simulation**

The diagram is constructed with the experiment data as the input current, the state of charge prediction is obtained by its prediction module, which are calculated by the forecast treatment by using the model parameters. Meanwhile, the equivalent model is constructed to predict the quantity of \( U_p \) completion status. Subsequently, the obtained output voltage of predicted values can be used as the input of the differential Kalman filtering algorithm.
update module at the same time, including the update module output state correction $S_{\text{upd}}$, $U_{\text{p}}$ and error covariance matrix $P_{\text{upd}}$ update that are taken as the basis of the forecast. In the simulation, the ampere-hour integral result of the minimum time interval as well as the actual current data is taken as the reference value of the real-time state of charge estimation, and its stability is evaluated under the operating condition by comparing the estimation effect of Ampere hour and differential Kalman filtering when the sampling period is 10 times the hourly shift.

The internal structure of model is realized in the Simulink simulation, where the state quantity $U_{\text{p}}$ needs to accept the last estimated value $U_{\text{p,upd}}$ as the basis for the next state prediction and recursion, and at the same time, it is quite convenient to directly input the predicted value $U_{\text{p,pre}}$ to the corresponding position of resistance-capacitance circuit in the circuit model that is taken as the current polarization voltage for terminal voltage prediction. As can be seen from the experimental results, more modular implementation of each part of the function, more clear and complete structure can be obtained for the distinct hierarchy.

3.4. Main charging condition effect

The lithium battery main charging experiment design process is shown in Tab.3.

<table>
<thead>
<tr>
<th>Step number</th>
<th>Work type</th>
<th>Work step parameters</th>
<th>Closing condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Constant current discharge current</td>
<td>current: 10 A</td>
<td>voltage: 2.5 V</td>
</tr>
<tr>
<td>2</td>
<td>Shelving time</td>
<td>time: 0:20:00.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Constant current charging current</td>
<td>current: 2.5 A</td>
<td>time: 1:30:00.000</td>
</tr>
<tr>
<td>4</td>
<td>Shelving time</td>
<td>time: 0:20:00.000</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Constant current discharge current</td>
<td>current: 1.5 A</td>
<td>time: 0:45:00.000</td>
</tr>
<tr>
<td>6</td>
<td>Shelving time</td>
<td>time: 0:10:00.000</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Constant current charging current</td>
<td>current: 0.5 A</td>
<td>time: 0:30:00.000</td>
</tr>
</tbody>
</table>

Tab.3  Lithium battery charging experiment step design
<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Constant current charging current</td>
<td>current: 3.5 A</td>
</tr>
<tr>
<td>9</td>
<td>Constant current charging current</td>
<td>current: 2.5 A</td>
</tr>
<tr>
<td>10</td>
<td>Shelving time</td>
<td>time: 0:20:00.000</td>
</tr>
<tr>
<td>11</td>
<td>Constant current discharge current</td>
<td>current: 1.5 A</td>
</tr>
<tr>
<td>12</td>
<td>Shelving time</td>
<td>time: 0:10:00.000</td>
</tr>
<tr>
<td>13</td>
<td>Constant current constant voltage charging</td>
<td>voltage: 3.65 V current: 10 A</td>
</tr>
</tbody>
</table>

In the charging process of the lithium battery, it is very necessary to completely discharge the residual lithium battery in advance, which satisfies the initially set $S=0$. It is generally considered that the lithium battery is completely discharged when the voltage of the lithium battery drops to 2.5 V. After a constant current charging process with different currents for a certain time period, the lithium battery is gradually charged until the state of charge is about 1 to stop charging. Since the system cannot recognize the state of charge value of the lithium battery at each moment, the set stop condition is changed so that the power supply is stopped when the battery voltage reaches 3.65 V as shown in Fig. 7.

![Graph](image-url)

- a) Current
- b) Voltage
Throughout the process, since the main purpose is to charge the lithium battery, both the capacity and the energy waveform fluctuate when the constant current charge and discharge interval is performed. The capacity generally only considers the number of charges in the material reaction, and the difference in energy and capacity is that it also contains the voltage factor. The higher the voltage platform, the higher the energy. The trend of the two factors following the time is roughly the same over time.

3.5. Main discharging condition effect

The design process of lithium battery discharge experiment is shown in Tab.4.

<table>
<thead>
<tr>
<th>Step number</th>
<th>Work type</th>
<th>Work step parameters</th>
<th>Closing condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Constant current constant voltage charging</td>
<td>voltage: 3.65 V current: 10 A</td>
<td>current: 0.5 A</td>
</tr>
<tr>
<td>2</td>
<td>Shelving time</td>
<td>time: 0:20:00.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Constant current discharge</td>
<td>current: 1 A</td>
<td>voltage: 2.5 V time: 0:20:00.000</td>
</tr>
<tr>
<td>4</td>
<td>Constant current discharge</td>
<td>current: 2 A</td>
<td>voltage: 2.5 V time: 0:20:00.000</td>
</tr>
<tr>
<td>5</td>
<td>Constant current discharge</td>
<td>current: 3.5 A</td>
<td>voltage: 2.5 V time: 0:20:00.000</td>
</tr>
<tr>
<td>6</td>
<td>Constant current discharge</td>
<td>current: 4.5 A</td>
<td>voltage: 2.5 V time: 0:20:00.000</td>
</tr>
<tr>
<td>7</td>
<td>Constant current discharge</td>
<td>current: 0.5 A</td>
<td>voltage: 2.5 V</td>
</tr>
</tbody>
</table>
The discharge of the lithium battery is to discharge the fully charged battery to zero. First, the lithium battery is fully charged by a constant current and constant voltage charging method. Several different constant currents are set for cyclic discharge. Through calculation and analysis, it can be known that under the set known conditions, the lithium battery can be completely discharged by three cycles. That is, the cutoff condition is that the lithium battery voltage is 2.5 V. The waveform of the current and voltage change is shown in Fig. 8.
When the lithium battery is discharged as a whole, the voltage change waveform shows a downward trend.

The trend of capacity and energy is roughly the same.

3.6. Complex validation and analysis

The constant current conditions of algorithm simulation results can be obtained, in which the blue curve is a true value, state of charge red curve for state of charge estimation results using the Ampere hour integral method, the green curve for state of charge estimation of differential Kalman filtering algorithm, the orange curve for state of charge estimation results of traditional Kalman filtering algorithm, graph curves of upper column for state of charge value, the estimation algorithm of the bar under the conditions of the error of curve Fig. 9.

(a) the initial value is accurate with constant current condition (b) deviation initial value with constant current condition
As can be seen from the experimental results, as time goes by, the error accumulation effect of Ampere hour integral becomes more and more obvious, and the deviation between the estimated value and the real curve becomes larger and larger. This is mainly because Ampere hour integral method is a one-way estimation method, and there is no feedback correction link, which leads to the phenomenon of error accumulation. However, the estimation curves of differential Kalman filtering and traditional Kalman filtering always follow the real value and fluctuate slightly around it. As can be seen from the error curve, the estimation errors of differential Kalman filtering and traditional Kalman filtering are always within 1.00%, showing good stability. Set the initial estimate value to deviate from the true value, and simulate the case of inaccurate initial value. Here, set the initial estimate value to be 0.99 and the true value to be 1. Run the simulation model to verify that the output waveform of the algorithm automatically converges to the actual value of the simulated waveform. It can be concluded that differential Kalman filtering and traditional Kalman filtering algorithms can adjust the initial value error automatically. In a short time, the state of charge estimation converges around the real value and still maintains the same estimation accuracy, and the output waveform converges to the actual value curve of the module within a limited sampling period compared with the references [31, 66, 67], which verifies that the improved unscented
Kalman filtering algorithm and traditional Kalman filtering algorithm have adaptive adjustment ability in the state of initial value error, and state of charge estimation accuracy does not decline.

According to the simulation debugging, the main factor affecting the convergence speed of Kalman filter algorithm is the initial value of error covariance matrix $P$. The convergence speed of the algorithm accelerates with the increase of $P$, but at the same time, it will increase the jitter degree of the algorithm in the initial tracking stage. When the state of $S, P, S_0$ become the large initial error covariance matrices, is not allowed for state of charge estimation initial value ($S_0 = 0.98$), the condition of differential Kalman filtering and traditional Kalman filtering algorithm can in a very short period of time (10 ~ 20 sampling period) convergence to the true value, but even in the case of initial value accurate, the Kalman filtering will be the initial stage of a tremor and the estimation deviates from the value of the real phenomenon. However, the initial error covariance matrix is large in the case of the same initial estimation deviation value, and the algorithm needs to track to the actual state for more time (80~100 sampling periods). In the case that the initial estimation value is accurate, the algorithm will not deviate at the beginning stage. Therefore, the selection of initial error covariance matrix directly affects the convergence rate of the algorithm and the tracking effect at the beginning.

According to the comparison between the simulation results of differential Kalman filtering and traditional Kalman filtering, it is known that the errors of the two algorithms during the stable tracking period are not much different, and the accuracy is roughly the same. In the case of the same accuracy, the complexity of differential Kalman filtering's algorithm is lower. Comprehensive analysis shows that differential Kalman filtering algorithm based on equivalent circuit model has good stability, accuracy and quick response ability compared with the references [68]. Due to the low complexity of the algorithm, it is suitable for practical lithium battery management system development.
4. Conclusions

A dynamic equivalent model is constructed to represent the working state and output characteristics of lithium batteries in a simple and effective manner and its model parameter identification is realized through hybrid pulse power characteristic experiments. Based on the battery model, an improved differential Kalman filter algorithm is proposed to estimate the battery state of charge. Moreover, the Beijing bus dynamic stress test condition verification experiment shows that the maximum error of state of charge estimation is only 0.022, which realizes the accurate estimation of ternary lithium battery state of charge, indicating the feasibility and accuracy of this estimation method. It plays an important role in the process analysis and safe use of lithium battery, which has an important advantage in solving small sample, nonlinear and high-dimensional pattern recognition. As mounts of factors affects the state of charge value of lithium battery, so these variables with nonlinear changes are taken as the input parameters. An accurate ternary lithium battery equivalent model is established based on hybrid pulse power characteristic experiment. Combined with differential Kalman filtering algorithm, a filtering program is written in S function to estimate state of charge value. Furthermore, a Beijing bus dynamic stress test condition verification experiment was designed to demonstrate the feasibility and accuracy of the method and its modeling effect is verified for the high-power lithium batteries.
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